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Neuherberg, 85764, Germany
e-mail: messoud.efendiyev@helmholtz-muenchen.de


Department of Mathematics, University of Toronto, Toronto, Ontario, M5S 2E4, Canada
e-mail: vitali@math.toronto.edu


Abstract: We study solvability of some linear nonhomogeneous elliptic problems
and establish that under reasonable technical conditions the convergence inL2(Rd)
of their right sides implies the existence and the convergence inH4(Rd) of the solu-
tions. The problems contain the squares of the sums of secondorder non- Fredholm
differential operators and we use the methods of the spectral and scattering theory
for Schrödinger type operators analogously to our preceding work [28]. We espe-
cially emphasize that here we are dealing with the fourth order operators in contrast
to the second order operators in [28].
AMS Subject Classification:35J30, 35P30, 47F05
Key words: solvability conditions, non-Fredholm operators, Sobolevspaces


1. Introduction


Consider the problem
−∆u + V (x)u− au = f, (1.1)


whereu ∈ E = H2(Rd) andf ∈ F = L2(Rd), d ∈ N, a is a constant and the scalar
potential functionV (x) tends to0 at infinity (it is well known that ifV (x) → ∞
as |x| → ∞, it leads only to the discreteness of the spectrum). Fora ≥ 0, the
essential spectrum of the operatorA : E → F corresponding to the left side of
equation (1.1) contains the origin. Consequently, this operator fails to satisfy the
Fredholm property. Its image is not closed, ford > 1 the dimensions of its kernel
and the codimension of its image are not finite. The present work is devoted to
the studies of certiain properties of the operators of this kind. Let us recall that
elliptic equations containing non Fredholm operators weretreated extensively in
recent years (see [22], [23], [24], [25], [26], [27], also [6]) along with their
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potential applications to the theory of reaction-diffusion equations (see [8], [9]).
Non-Fredholm operators are also very significant when studying wave systems with
an infinite number of localized traveling waves (see [1]). Inparticular, whena = 0
the operatorA satisfies the Fredholm property in certain properly chosen weighted
spaces (see [2], [3], [4], [5], [6], [10], [11], [12], [13]).However, the case of
a 6= 0 is considerably different and the method developed in theseworks cannot be
applied.


One of the important questions about problems with non-Fredholm operators
concerns their solvability. We address it in the following setting. Letfn be a se-
quence of functions in the image of the operatorA, such thatfn → f in L2(Rd) as
n → ∞. Denote byun a sequence of functions fromH2(Rd) such that


Aun = fn, n ∈ N.


Since the operatorA does not satisfy the Fredholm property, the sequenceun may
not be convergent. Let us call a sequenceun the solution in the sense of sequences
of the equationAu = f if Aun → f (see [22]). If such sequence converges to
a functionu0 in the norm of the spaceE, thenu0 is a solution of this equation.
Solution in the sense of sequences is equivalent in this caseto the usual solution.
However, in the case of the non-Fredholm operators, this convergence may not hold
or it can occur in some weaker sense. In such case, solution inthe sense of se-
quences may not imply the existence of the usual solution. Inthe present work we
will find sufficient conditions of equivalence of solutions in the sense of sequences
and the usual solutions. In the other words, the conditions on sequencesfn under
which the corresponding sequencesun are strongly convergent. Solvability in the
sense of sequences for the sums of non-Fredholm Schrödinger type operators was
studied in [28]. In the first part of the work we consider such operators squared,
namely


{−∆x + V (x)−∆y + U(y)}2u− a2u = f(x, y), x, y ∈ R
3, (1.2)


with the constanta > 0. The operator


HU, V := {−∆x + V (x)−∆y + U(y)}2 : H4(R6) → L2(R6) (1.3)


under the technical conditions on the scalar potential functions V (x) andU(y)
stated below. Here and throughout the article the Laplace operators∆x and∆y


are with respect to thex andy variables respectively, such that cumulatively∆ =
∆x + ∆y. Similarly for the gradients,∇x and∇y are with respect to thex and
y variables respectively. In the applications the sum of the two Schrödinger type
operators has the physical meaning of the resulting hamiltonian of the two non-
interacting quantum particles.


The boundedness of the gradient of a solution for the bi-harmonic equation was
established in [17]. The behavior near the boundary of solutions to the Dirichlet
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problem for the biharmonic operator was studied in [18]. Article [19] is devoted
to the Dirichlet problem in Lipschitz domains for higher order elliptic systems with
rough coefficients. Solvability conditions for a linearized Cahn-Hilliard equation
were obtained in [24].


The scalar potential functions involved in operator (1.3) are assumed to be shal-
low and short-range, satisfying the assumptions analogousto the ones of [25] and
[26]. We also add a few extra regularity conditions.


Assumption 1.The potential functionsV (x), U(y) : R3 → R satisfy the estimates


|V (x)| ≤ C


1 + |x|3.5+ε
, |U(y)| ≤ C


1 + |y|3.5+ε


with someε > 0 andx, y ∈ R
3 a.e. such that


4
1


9


9


8
(4π)−


2


3‖V ‖
1


9


L∞(R3)‖V ‖
8


9


L
4
3 (R3)


< 1, (1.4)


4
1


9


9


8
(4π)−


2


3‖U‖
1


9


L∞(R3)‖U‖
8


9


L
4
3 (R3)


< 1 (1.5)


and
√
cHLS‖V ‖
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< 4π,
√
cHLS‖U‖


L
3
2 (R3)


< 4π.


Moreover,|∇xV (x)|, ∆xV (x), |∇yU(y)|, ∆yU(y) ∈ L∞(R3).


Here and further downC denotes a finite positive constant andcHLS given on
p.98 of [16] is the constant in the Hardy-Littlewood-Sobolev inequality
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∣


∣


∣
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∫


R3


f1(x)f1(y)


|x− y|2 dxdy


∣


∣


∣


∣


∣


≤ cHLS‖f1‖2
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3
2 (R3)


, f1 ∈ L
3


2 (R3).


The norm of a functionf1 ∈ Lp(Rd), 1 ≤ p ≤ ∞, d ∈ N is designated as
‖f1‖Lp(Rd).


Proposition. The functionV (x) =
C


1 + |x|4 , whereC is small enough satisfies As-


sumption 1.


Proof. A straightforward computation yields


|∇xV (x)| = 4C|x|3
(1 + |x|4)2 ∈ L∞(R3)


and


∆xV (x) = −4C
5|x|2 − 3|x|6
(1 + |x|4)3 ∈ L∞(R3)
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as well.


Let us denote the inner product of two functions as


(f(x), g(x))L2(Rd) :=


∫


Rd


f(x)ḡ(x)dx, (1.6)


with a slight abuse of notations when these functions are notsquare integrable.
Indeed, iff(x) ∈ L1(Rd) andg(x) is bounded, like for example the functions of the
continuos spectrum of the Schrödinger operators discussed below (see Corollary 2.2
of [26]), then the integral in the right side of (1.6) makes sense. We use the spaces
H2(Rd) andH4(Rd) equipped with the norms


‖u‖2H2(Rd) := ‖u‖2L2(Rd) + ‖∆u‖2L2(Rd) (1.7)


and
‖u‖2H4(Rd) := ‖u‖2L2(Rd) + ‖∆2u‖2L2(Rd) (1.8)


respectively. Throughout the work, the sphere of radiusr > 0 in R
d centered


at the origin will be designated bySd
r . By means of Lemma 2.3 of [26], under


Assumption 1 above on the scalar potentials, operator (1.3)considered as acting in
L2(R6) with domainH4(R6) is self-adjoint and is unitarily equivalent to{−∆x −
∆y}2 onL2(R6) via the product of the wave operators (see [15], [21])


Ω±
V := s− limt→∓∞eit(−∆x+V (x))eit∆x , Ω±


U := s− limt→∓∞eit(−∆y+U(y))eit∆y ,


with the limits here understood in the strongL2 sense (see e.g. [20] p.34, [7]
p.90). Hence, operator (1.3) has no nontrivialL2(R6) eigenfunctions. Its essential
spectrum fills the nonnegative semi-axis[0,+∞). Therefore, operator (1.3) does
not satisfy the Fredholm property. On the contrary, the operator


hu, v := −∆x + V (x)−∆y + U(y) + a


considered as acting inL2(R6) with domainH2(R6) satisfies the Fredholm prop-
erty, has only the essential spectrum, which fills the interval [a,+∞), such that
the inverseh−1


u, v : L2(R6) → H2(R6) is bounded. The functions of the continuos
spectrum of the first operator involved in (1.3) are the solutions of the Schrödinger
equation


[−∆x + V (x)]ϕk(x) = k2ϕk(x), k ∈ R
3,


in the integral form the Lippmann-Schwinger equation (see e.g. [20] p.98)


ϕk(x) =
eikx


(2π)
3


2


− 1


4π


∫


R3


ei|k||x−y|


|x− y| (V ϕk)(y)dy (1.9)


for the perturbed plane waves and the orthogonality conditions


(ϕk(x), ϕk1(x))L2(R3) = δ(k − k1), k, k1 ∈ R
3.
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The integral operator involved in (1.9)


(Qϕ)(x) := − 1


4π


∫


R3


ei|k||x−y|


|x− y| (V ϕ)(y)dy, ϕ(x) ∈ L∞(R3).


Let us considerQ : L∞(R3) → L∞(R3). Its norm‖Q‖∞ < 1 under Assumption 1
via Lemma 2.1 of [26]. In fact, this norm is bounded above by the k-independent
quantity, which is the left side of inequality (1.4). Similarly, for the second operator
involved in (1.3) the functions of its continuous spectrum solve


[−∆y + U(y)]ηq(y) = q2ηq(y), q ∈ R
3,


in the integral formulation


ηq(y) =
eiqy


(2π)
3


2


− 1


4π


∫


R3


ei|q||y−z|


|y − z| (Uηq)(z)dz, (1.10)


such that the orthogonality conditions(ηq(y), ηq1(y))L2(R3) = δ(q − q1), q, q1 ∈ R
3


hold. The integral operator involved in (1.10) is


(Pη)(y) := − 1


4π


∫


R3


ei|q||y−z|


|y − z| (Uη)(z)dz, η(y) ∈ L∞(R3).


For P : L∞(R3) → L∞(R3) its norm‖P‖∞ < 1 under Assumption 1 by means
of Lemma 2.1 of [26]. As before, this norm can be estimated from above by the
q-independent quantity , which is the left side of inequality(1.5). Let us denote
by the double tilde sign the generalized Fourier transform with the product of these
functions of the continuous spectrum


˜̃
f(k, q) := (f(x, y), ϕk(x)ηq(y))L2(R6), k, q ∈ R


3. (1.11)


(1.11) is a unitary transform onL2(R6). Our first main proposition is as follows.


Theorem 2. Let Assumption 1 hold,a > 0 and f(x, y) ∈ L2(R6). Assume also
that |x|f(x, y), |y|f(x, y) ∈ L1(R6). Then problem (1.2) has a unique solution
u(x, y) ∈ H4(R6) if and only if


(f(x, y), ϕk(x)ηq(y))L2(R6) = 0, (k, q) ∈ S6√
a a.e. (1.12)


In the very special case when the scalar potential functionsV (x) andU(y) van-
ish identically inR3, condition (1.12) gives us the orthogonality to the products of
the corresponding standard Fourier harmonics. Then we turnour attention to the is-
sue of the solvability in the sense of sequences for our equation. The corresponding
sequence of approximate equations withn ∈ N is given by


{−∆x + V (x)−∆y + U(y)}2un − a2un = fn(x, y), x, y ∈ R
3, (1.13)
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with the constanta > 0 and the right sides converge to the right side of (1.2) in
L2(R6) asn → ∞.


Theorem 3.Let Assumption 1 hold,a > 0, n ∈ N andfn(x, y) ∈ L2(R6), such that
fn(x, y) → f(x, y) in L2(R6) asn → ∞. Let in addition|x|fn(x, y), |y|fn(x, y) ∈
L1(R6), n ∈ N, such that|x|fn(x, y) → |x|f(x, y), |y|fn(x, y) → |y|f(x, y) in
L1(R6) asn → ∞ and the orthogonality relations


(fn(x, y), ϕk(x)ηq(y))L2(R6) = 0, (k, q) ∈ S6√
a a.e. (1.14)


hold for alln ∈ N. Then problems (1.2) and (1.13) admit unique solutionsu(x, y) ∈
H4(R6) and un(x, y) ∈ H4(R6) respectively, such thatun(x, y) → u(x, y) in
H4(R6) asn → ∞.


The second part of the article is devoted to the studies of theequation


{−∆x −∆y + U(y)}2u− a2u = φ(x, y), x ∈ R
d, y ∈ R


3, (1.15)


whered ∈ N, the constanta > 0 and the scalar potential function involved in (1.15)
is shallow and short-range under Assumption 1 above. The operator


LU := {−∆x −∆y + U(y)}2 : H4(Rd+3) → L2(Rd+3). (1.16)


Similarly to (1.3), under the given assumptions operator (1.16) considered as act-
ing inL2(Rd+3) with domainH4(Rd+3) is self-adjoint and is unitarily equivalent to
{−∆x −∆y}2. Thus, operator (1.16) does not have nontrivialL2(Rd+3) eigenfunc-
tions. Its essential spectrum fills the nonnegative semi-axis [0,+∞). Therefore,
operator (1.16) is non Fredholm. On the contrary, the operator


lU := −∆x −∆y + U(y) + a


considered as acting inL2(Rd+3) with domainH2(Rd+3) satisfies the Fredholm
property, has only the essential spectrum, which fills the interval[a,+∞), such that
the inverselU


−1 : L2(Rd+3) → H2(Rd+3) is bounded. Let us consider another gen-
eralized Fourier transform with the standard Fourier harmonics and the perturbed
plane waves


˜̂
φ(k, q) :=


(


φ(x, y),
eikx


(2π)
d
2


ηq(y)


)


L2(Rd+3)


, k ∈ R
d, q ∈ R


3. (1.17)


(1.17) is a unitary transform onL2(Rd+3). We have the following statement.


Theorem 4. Let the potential functionU(y) satisfy Assumption 1,a > 0 and
additionallyφ(x, y) ∈ L2(Rd+3), |x|φ(x, y), |y|φ(x, y) ∈ L1(Rd+3), d ∈ N. Then
problem (1.15) possesses a unique solutionu(x, y) ∈ H4(Rd+3) if and only if


(


φ(x, y),
eikx


(2π)
d
2


ηq(y)


)


L2(Rd+3)


= 0, (k, q) ∈ Sd+3√
a


a.e. (1.18)
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Our final main proposition is devoted to the issue of the solvability in the sense
of sequences for our problem. The corresponding sequence ofapproximate equa-
tions withn ∈ N is given by


{−∆x−∆y+U(y)}2un−a2un = φn(x, y), x ∈ R
d, d ∈ N, y ∈ R


3, (1.19)


where the right sides converge to the right side of (1.15) inL2(Rd+3) asn → ∞.


Theorem 5. Let the potential functionU(y) satisfy Assumption 1,a > 0, n ∈ N


andφn(x, y) ∈ L2(Rd+3), d ∈ N, such thatφn(x, y) → φ(x, y) in L2(Rd+3) as
n → ∞. Let in addition|x|φn(x, y), |y|φn(x, y) ∈ L1(Rd+3), such that


|x|φn(x, y) → |x|φ(x, y), |y|φn(x, y) → |y|φ(x, y)


in L1(Rd+3) asn → ∞ and the orthogonality relations


(


φn(x, y),
eikx


(2π)
d
2


ηq(y)


)


L2(Rd+3)


= 0, (k, q) ∈ Sd+3√
a


a.e. (1.20)


hold for all n ∈ N. Then problems (1.15) and (1.19) admit unique solutions
u(x, y) ∈ H4(Rd+3) andun(x, y) ∈ H4(Rd+3) respectively, such thatun(x, y) →
u(x, y) in H4(Rd+3) asn → ∞.


Remark. Let us note that (1.12), (1.14), (1.18), (1.20) are the orthogonality condi-
tions containing the functions of the continuous spectrum of our Schr̈odinger oper-
ators, as distinct from the Limiting Absorption Principle in which one orthogonal-
izes to the standard Fourier harmonics (see e.g. Lemma 2.3 and Proposition 2.4 of
[14]).


We proceed to the proof of our statements.


2. Solvability in the sense of sequences with two potentials


Proof of Theorem 2.First of all, let us observe that it is sufficient to solve equation
(1.2) inH2(R6), since this solution will belong toH4(R6) as well. Indeed, it can
be easily shown that


∆2u+ [V 2(x) + U2(y)]u− [∆xV (x) + ∆yU(y)]u− 2[V (x) + U(y)]∆u−


−2∇xV (x).∇xu− 2∇yU(y).∇yu+ 2V (x)U(y)u− a2u = f(x, y), (2.21)


with u(x, y) a solution of (1.2) belonging toH2(R6). The dot symbol in the fifth
and the sixth terms in the left side of (2.21) and throughout the article denotes the
standard scalar product of two vectors inR3. Evidently, all the terms in the left
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side of (2.21) starting from the second one are square integrable since according to
Assumption 1 our scalar potential functions are bounded along with


|∇xV (x)|, |∇yU(y)|, ∆xV (x), ∆yU(y)


andu(x, y) ∈ H2(R6). The right side of (2.21) is square integrable as well as
assumed. Therefore,∆2u(x, y) ∈ L2(R6), which yields thatu(x, y) ∈ H4(R6).


To show the uniqueness of solutions for our equation, we suppose that prob-
lem (1.2) admits two solutionsu1(x, y), u2(x, y) ∈ H4(R6). Then their difference
w(x, y) := u1(x, y)− u2(x, y) ∈ H4(R6) solves the equation


HU, Vw = a2w.


But the operatorHU, V : H4(R6) → L2(R6) has no nontrivial eigenfunctions as
discussed above. Therefore,w(x, y) vanishes inR6.


Let us apply the generalized Fourier transform (1.11) to both sides of problem
(1.2). This yields


˜̃u(k, q) =
˜̃
f(k, q)


(k2 + q2)2 − a2
.


Hence
˜̃u(k, q) = ˜̃g1(k, q) + ˜̃g2(k, q), (2.22)


where


˜̃g1(k, q) :=
˜̃
f(k, q)


2a(k2 + q2 − a)
, ˜̃g2(k, q) := −


˜̃
f(k, q)


2a(k2 + q2 + a)
.


It is worth noting that in the right side of (2.22) the first term ˜̃g1(k, q) appeared in
[25]. The second term therẽ̃g2(k, q) is the new one which reflects the presence of
the fourth order operator. Evidently, the functionsg1(x, y) andg2(x, y) satisfy the
equations


{−∆x + V (x)−∆y + U(y)}g1 − ag1 =
1


2a
f(x, y) (2.23)


and


{−∆x + V (x)−∆y + U(y)}g2 + ag2 = − 1


2a
f(x, y) (2.24)


respectively. The operator involved in the left side of problem (2.24) has a bounded
inverseh−1


u, v : L2(R6) → H2(R6) as discussed above and the right side of (2.24) is
square integrable as assumed. Therefore, equation (2.24) admits a unique solution
g2(x, y) ∈ H2(R6). By means of the part a) of Theorem 3 of [25], under the
given conditions equation (2.23) has a unique solutiong1(x, y) ∈ H2(R6) if and
only if orthogonality condition (1.12) holds. Note that thesolvability of problem
(2.23) inL2(R6) is equivalent to its solvability inH2(R6) since the right side of
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(2.23) is square integrable and the scalar potentials involved in (2.23) are bounded
as assumed.


Let us turn our attention to the solvability in the sense of sequences for our
equation in the case of two scalar potentials.


Proof of Theorem 3.First of all, let us demonstrate that ifu(x, y) andun(x, y), n ∈
N are the uniqueH4(R6) solutions of (1.2) and (1.13) respectively andun(x, y) →
u(x, y) in H2(R6) asn → ∞, then we haveun(x, y) → u(x, y) in H4(R6) as
n → ∞ as well. Indeed, (1.2) and (1.13) yield that forn ∈ N andx, y ∈ R


3


{−∆x + V (x)−∆y + U(y)}2(un − u)− a2(un − u) = fn(x, y)− f(x, y).


Hence


∆2(un − u) + [V 2(x) + U2(y)](un − u)− [∆xV (x) + ∆yU(y)](un − u)−


−2[V (x) + U(y)]∆(un − u)− 2∇xV (x).∇x(un − u)− 2∇yU(y).∇y(un − u)+


+2V (x)U(y)(un − u)− a2(un − u) = fn(x, y)− f(x, y). (2.25)


Sinceun(x, y) → u(x, y) in H2(R6) asn → ∞ as assumed, we have here


un(x, y) → u(x, y), ∇xun(x, y) → ∇xu(x, y), ∇yun(x, y) → ∇yu(x, y),


∆un(x, y) → ∆u(x, y)


in L2(R6) asn → ∞ and


V (x), U(y), |∇xV (x)|, ∆xV (x), |∇yU(y)|, ∆yU(y)


are bounded functions due to Assumption 1 above. Therefore,all the terms in the
left side of identity (2.25) starting from the second one tend to zero inL2(R6) as
n → ∞. The right side of (2.25) converges to zero inL2(R6) asn → ∞ as assumed.
Hence,∆2un → ∆2u in L2(R6) asn → ∞. By means of norm definition (1.8) we
obtain thatun(x, y) → u(x, y) in H4(R6) asn → ∞.


By virtue of Theorem 2 above, under the given conditions equation (1.13) admits
a unique solutionun(x, y) ∈ H4(R6), n ∈ N. Let us recall formula (2.5) in the
proof of Theorem 2 of [28]. Hence, under the stated assumptions we arrive at the
limiting orthogonality relation


(f(x, y), ϕk(x)ηq(y))L2(R6) = 0, (k, q) ∈ S6√
a a.e.


Then by means of Theorem 2 above problem (1.2) possesses a unique solution
u(x, y) ∈ H4(R6). Let us apply the generalized Fourier transform (1.11) to both
sides of problems (1.2) and (1.13). This yields the representation (2.22) as in the
proof of Theorem 2 above, where the functionsg1(x, y), g2(x, y) ∈ H2(R6) under
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the given conditions are the unique solutions of equations (2.23) and (2.24) respec-
tively. Similarly,


˜̃un(k, q) = ˜̃g1,n(k, q) + ˜̃g2,n(k, q), n ∈ N, (2.26)


where


˜̃g1,n(k, q) :=
˜̃
fn(k, q)


2a(k2 + q2 − a)
, ˜̃g2,n(k, q) := −


˜̃
fn(k, q)


2a(k2 + q2 + a)
.


Apparently, the functionsg1,n(x, y) andg2,n(x, y) solve the equations


{−∆x + V (x)−∆y + U(y)}g1,n − ag1,n =
1


2a
fn(x, y) (2.27)


and


{−∆x + V (x)−∆y + U(y)}g2,n + ag2,n = − 1


2a
fn(x, y) (2.28)


respectively. Since the operator involved in the left side of (2.28) has a bounded
inverseh−1


u,v : L2(R6) → H2(R6), such that its norm‖h−1
u,v‖ < ∞ as discussed


above and the right side of (2.28) belongs toL2(R6) as assumed, (2.28) admits a
unique solutiong2,n(x, y) ∈ H2(R6). Becausefn(x, y) → f(x, y) in L2(R6) as
n → ∞ via the one of our assumptions, we have


‖g2,n − g2‖H2(R6) ≤
1


2a
‖h−1


u,v‖‖fn − f‖L2(R6) → 0, n → ∞,


such thatg2,n(x, y) → g2(x, y) in H2(R6) asn → ∞. By virtue of the result of
the part a) of Theorem 2 of [28], we have that equation (2.27) possesses a unique
solutiong1,n(x, y) ∈ H2(R6), such thatg1,n(x, y) → g1(x, y) in H2(R6) asn → ∞.
Using formulas (2.26) and (2.22) considered in thex, y space, we easily arrive at
‖un(x, y)− u(x, y)‖H2(R6) ≤


≤ ‖g1,n(x, y)− g1(x, y)‖H2(R6) + ‖g2,n(x, y)− g2(x, y)‖H2(R6) → 0


asn → ∞. Therefore,un(x, y) → u(x, y) in H4(R6) asn → ∞ as discussed
above.


In the last section of the article we treat the case when the free Laplacian is
added to our three dimensional Schrödinger operator.


3. Solvability in the sense of sequences with Laplacian and asingle potential


Proof of Theorem 4.First of all, we show that it is sufficient to solve problem (1.15)
in H2(Rd+3), because such solution will belong toH4(Rd+3) as well. Apparently,


∆2u+U2(y)u− 2U(y)∆u−u∆yU(y)− 2∇yU(y).∇yu− a2u = φ(x, y), (3.29)
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whereu(x, y) is a solution of (1.15), which belongs toH2(Rd+3). Clearly, all the
terms in the left side of (3.29) starting from the second one are square integrable
because by means of Assumption 1 our scalar potential function is bounded along
with |∇yU(y)| and∆yU(y) andu(x, y) ∈ H2(Rd+3). The right side of (3.29) is
square integrable as well as assumed. Hence,∆2u ∈ L2(Rd+3), which implies that
u(x, y) ∈ H4(Rd+3).


To establish the uniqueness of solutions for our equation, we suppose that (1.15)
possesses two solutionsu1(x, y), u2(x, y) ∈ H4(Rd+3). Then their difference
w(x, y) := u1(x, y)− u2(x, y) ∈ H4(Rd+3) satisfies the equation


LUw = a2w.


Apparently, the operatorLU : H4(Rd+3) → L2(Rd+3) has no nontrivial eigenfunc-
tions as discussed above. Thus,w(x, y) vanishes inRd+3.


We apply the generalized Fourier transform (1.17) to both sides of problem
(1.15) and obtain


˜̂u(k, q) =
˜̂
G1(k, q) +


˜̂
G2(k, q), (3.30)


where


˜̂
G1(k, q) :=


˜̂
φ(k, q)


2a(k2 + q2 − a)
,


˜̂
G2(k, q) := −


˜̂
φ(k, q)


2a(k2 + q2 + a)
.


Clearly, the functionsG1(x, y) andG2(x, y) solve the equations


{−∆x −∆y + U(y)}G1 − aG1 =
1


2a
φ(x, y) (3.31)


and


{−∆x −∆y + U(y)}G2 + aG2 = − 1


2a
φ(x, y) (3.32)


respectively. The operator involved in the left side of equation (3.32) has a bounded
inversel−1


U : L2(Rd+3) → H2(Rd+3) as discussed above and the right side of (3.32)
is square integrable due to the one of our assumptions. Hence, problem (3.32)
possesses a unique solutionG2(x, y) ∈ H2(Rd+3). By virtue of the part a) of
Theorem 6 of [25], under the given assumptions equation (3.31) admits a unique
solutionG1(x, y) ∈ H2(Rd+3) if and only if orthogonality relation (1.18) holds.
Evidently, the solvability of equation (3.31) inL2(Rd+3) is equivalent to its solv-
ability in H2(Rd+3) because the right side of (3.31) is square integrable and the
scalar potential involved in (3.31) is bounded due to our assumptions.


We finish the work with establishing the solvability in the sense of sequences for
our problem when the free Laplacian is added to a three dimensional Schrödinger
operator.
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Proof of Theorem 5.First of all we establablish that ifu(x, y) andun(x, y), n ∈ N


are the uniqueH4(Rd+3) solutions of equations (1.15) and (1.19) respectively and
un(x, y) → u(x, y) in H2(Rd+3) asn → ∞, thenun(x, y) → u(x, y) in H4(Rd+3)
asn → ∞ as well. Clearly, (1.15) and (1.19) imply that forn ∈ N andx ∈ R


d, y ∈
R


3, d ∈ N


{−∆x −∆y + U(y)}2(un − u)− a2(un − u) = φn(x, y)− φ(x, y).


Hence


∆2(un − u) + U2(y)(un − u)− 2U(y)∆(un − u)− (un − u)∆yU(y)−


−2∇yU(y).∇y(un − u)− a2(un − u) = φn(x, y)− φ(x, y). (3.33)


The fact thatun(x, y) → u(x, y) in H2(Rd+3) asn → ∞ as assumed implies that


un(x, y) → u(x, y), ∇yun(x, y) → ∇yu(x, y), ∆un(x, y) → ∆u(x, y)


in L2(Rd+3) asn → ∞ and


U(y), |∇yU(y)|, ∆yU(y)


are bounded functions via Assumption 1. Thus, all the terms in the left side of (3.33)
starting from the second one converge to zero inL2(Rd+3) asn → ∞. The right
side of (3.33) tends to zero inL2(Rd+3) asn → ∞ via the one of our assumptions.
Therefore,∆2un(x, y) → ∆2u(x, y) in L2(Rd+3) asn → ∞. By virtue of norm
definition (1.8) we have thatun(x, y) → u(x, y) in H4(Rd+3) asn → ∞.


By means of Theorem 4 above, under our assumptions problem (1.19) has a
unique solutionun(x, y) ∈ H4(Rd+3), n ∈ N. We recall formula (3.6) in the proof
of Theorem 3 of [28]. Thus, under the given conditions we obtain the limiting
orthogonality relation


(


φ(x, y),
eikx


(2π)
d
2


ηq(y))


)


L2(Rd+3)


= 0, (k, q) ∈ Sd+3√
a


a.e.


Therefore, by virtue of Theorem 4 above equation (1.15) admits a unique solution
u(x, y) ∈ H4(Rd+3). We apply the generalized Fourier transform (1.17) to both
sides of equations (1.15) and (1.19). This gives us the representation (3.30) given in
the proof of Theorem 4, where the functionsG1(x, y), G2(x, y) ∈ H2(Rd+3) under
our assumptions are the unique solutions of problems (3.31)and (3.32) respectively.
Apparently,


˜̂un(k, q) =
˜̂
G1,n(k, q) +


˜̂
G2,n(k, q), n ∈ N, (3.34)


where


˜̂
G1,n(k, q) :=


˜̂
φn(k, q)


2a(k2 + q2 − a)
,


˜̂
G2,n(k, q) := −


˜̂
φn(k, q)


2a(k2 + q2 + a)
.
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Evidently, the functionsG1,n(x, y) andG2,n(x, y) satisfy the equations


{−∆x −∆y + U(y)}G1,n − aG1,n =
1


2a
φn(x, y) (3.35)


and


{−∆x −∆y + U(y)}G2,n + aG2,n = − 1


2a
φn(x, y) (3.36)


respectively. Because the operator involved in the left side of (3.36) has a bounded
inversel−1


U : L2(Rd+3) → H2(Rd+3), such that its norm‖l−1
U ‖ < ∞ as dis-


cussed above and the right side of (3.36) is square integrable due to the one of
our assumptions, (3.36) has a unique solutionG2,n(x, y) ∈ H2(Rd+3). Since
φn(x, y) → φ(x, y) in L2(Rd+3) asn → ∞ as assumed, we obtain


‖G2,n −G2‖H2(Rd+3) ≤
1


2a
‖l−1


U ‖‖φn − φ‖L2(Rd+3) → 0, n → ∞.


Hence,G2,n(x, y) → G2(x, y) in H2(Rd+3) asn → ∞. By means of the re-
sult of the part a) of Theorem 3 of [28], problem (3.35) admitsa unique solution
G1,n(x, y) ∈ H2(Rd+3), such thatG1,n(x, y) → G1(x, y) in H2(Rd+3) asn → ∞.
By virtue of formulas (3.34) and (3.30) considered in thex, y space, we easily derive
‖un(x, y)− u(x, y)‖H2(Rd+3) ≤


‖G1,n(x, y)−G1(x, y)‖H2(Rd+3) + ‖G2,n(x, y)−G2(x, y)‖H2(Rd+3) → 0


asn → ∞. This implies that,un(x, y) → u(x, y) in H4(Rd+3) asn → ∞.


Remark. Our approach can be extended to the higher, even order elliptic equations.
For example, in the case of the sixth order operator{−∆x + V (x)−∆y + U(y)}3
we can check for the analog of Assumption 1 of Theorem 3.
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