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Abstract


We prove the Anderson localization near the bottom of the spec-
trum for two dimensional discrete Schrödinger operators with a class
of random vector potentials and no scalar potentials. Main lemmas
are the Lifshitz tail and the Wegner estimate on the integrated density
of states. Then, the Anderson localization, i.e., the pure point spec-
trum with exponentially decreasing eigenfunctions, is proved by the
standard multiscale argument.


1 Introduction


We consider a magnetic Schrödinger operator on Z2 defined as follows:
let


E =
{


(x, y)
∣∣ x, y ∈ Z2, |x− y| = 1


}
be the set of the directed edges on Z2, and let


A : E → T := R/(2πZ)


be a vector potential such that


A((x, y)) = −A((y, x)) for (x, y) ∈ E .


Then, our Hamiltonian is defined by


H(A)u(x) =
∑
|x−y|=1


(
u(x)− eiA((x,y))u(y)


)
, x ∈ Z2,


for u ∈ `2(Z2). It is easy to show that H(A) is a bounded self-adjoint
operator on `2(Z2) and


0 ≤ H(A) ≤ 8
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for any vector potential A. The magnetic field induced by A is defined
as follows: let


F =
{
{x1, x1 + 1} × {x2, x2 + 1} ⊂ Z2


∣∣ (x1, x2) ∈ Z2
}


be the set of unit squares in Z2. For f ∈ F , the boundary ∂f is defined
by


∂fx =
{


(x, x+ e1), (x+ e1, x+ e1 + e2), (x+ e1 + e2, x+ e2), (x+ e2, x)
}
⊂ E


where fx = {x1, x1 + 1}×{x2, x2 + 1} and e1 = (1, 0), e2 = (0, 1) ∈ Z2.
The magnetic field B = dA is then given by


B(f) =
∑
e∈∂f


A(e), B : F → T.


It is well-known that the spectral properties of H(A) depend only on
B, and are independent of the choice of A such that B = dA.


We suppose A has the following form. Let fx ∈ F be defined as
above. For 0 < b < π, we set


Bb0(fx) =


{
b if x1 + x2 is even,
−b if x1 + x2 is odd,


and we fix Ab0 so that dAb0 = Bb0. For example, we can set


Ab0((x, x+ e1)) =


{
b/2 if x1 + x2 is even,
−b/2 if x1 + x2 is odd,


and Ab0((x, x+ e2)) = 0 for all x ∈ Z2. Let


aω(e) : E → [−1, 1]


be independent identically distributed (i.i.d.) random variables on a
probability space (Ω,B, µ). Let λ > 0 and we set


Aω(e) = Ab0(e) + λaω(e) ∈ T for e ∈ E .


We denote the common distribution of aω(e) by ν. We note


σ(H(Ab0)) = [4(1− cos(b/4)), 4(1 + cos(b/4))]


(see [15], Example 1). Moreover, if


ν([−1,−1 + ε]) > 0, ν([1− ε, 1]) > 0 for ε > 0, (1.1)


then we also have


σ(H(Aω)) = [4(1− cos((b− 4λ)/4)), 4(1 + cos((b− 4λ)/4))]


almost surely, provided b− 4λ ≥ 0.


Assumption A. ν has a bounded density function g(t), and ν satisfies
(1.1). Moreover, g(t) is Lipschitz continuous on [−1, 1].


2







Now we can state our main result:


Theorem 1.1. There exists λ0 > 0 such that if 0 < λ < λ0, then the
Anderson localization holds near the bottom of the spectrum. Namely,
there exist


E1 > E0 := 4(1− cos((b− 4λ)/4))


such that H(Aω) has dense pure point spectrum on [E0, E1], and each
eigenfunction decays exponentially as |x| → ∞.


Remark 1.1. In the small λ regime, following [13], one can give a
lower bound for E1 = E1(λ) as well as a lower bound on the rate
of exponential decay of the eigenfunctions associated to eigenvalues in
[E0(λ), E1(λ)] (here E0(λ) = E0 = 4(1 − cos((b − 4λ)/4)). One finds
that, for any 0 < ε < 3/4, for λ sufficiently small, one has


E1(λ) ≥ E0(0)− λ1+ε.


Here E(·) denotes the expectation with respect to ω.
For 0 < ε < 3/4 fixed, there exists a > 0, such that, for λ suffi-


ciently small, the rate of exponential decay of an eigenfunction associ-
ated to the eigenvalue E ∈ [E0(λ), E0(0)− λ1+ε] is lower bounded by
a
√
|E − E0(0)|. See remark 2.1 for more details.


One can compare the exponent 3/4 obtained here with the one obtained
in [13] (note that E0(0) = E(WB(0)) + O(λ2); hence, in the present
case, the interval [E0(λ), E0(0)− λ1+ε] is the counterpart of the inter-
val Iγ,η := [0, γ(ω − γη)] used in [13]). It is much larger than what
was obtained in the case of a potential perturbation (indeed, in [13],
the exponent η introduced above has to satisfy η < 1/6 in dimension
2). This is due to the fact that the averaged flux of the magnetic field
over large areas vanishes (which in turn is due to the special form of
our random perturbation; indeed, we chose the magnetic potential to
be random i.i.d (see equation (2.1))).


The constant λ0 depends only on b, and the condition on λ0 is given
in Theorem 3.2. Theorem 1.1 is proved by the standard multiscale
argument (see, e.g., [6], [4], [18] and references therein), combined with
the Lifshitz tail (Theorem 1.2) and the Wegner estimate (Theorem 1.3).
In order to state these results explicitly, we introduce the integrated
density of states (IDS). For L > 0, we set


ΛL = [−L,L]2 ∩ Z2 ⊂ Z2


be the finite lattice of size |ΛL| = (2L + 1)2. Let HΛL(A) be the
magnetic Schrödinger operator on ΛL. We give the precise definition
in Section 2. For E ∈ R, the integrated density of states is defined by


k(E) = lim
L→∞


1
|ΛL|


]
{


eigenvalues of HΛL(Aω) ≤ E
}
.


See Appendix C of [15] for the proof of the existence of k(E) for dis-
crete magnetic Schrödinger operators. Note that k(E) is a nonrandom
quantity, i.e., it is independent of the choice of the sample ω, a.s.
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Theorem 1.2. Under the above assumptions,


lim
E↓E0


log(− log k(E))/ log(E − E0) ≤ −1.


This result implies, roughly speaking,


k(E) . e−(E−E0)−1
as E ↓ E0,


and hence the IDS is very thin near the bottom of the spectrum. We
note that the equality holds with an additional assumption on ν (cf.
Theorem 2.3). On the other hand, the Wegner estimate implies that
the distribution of the eigenvalues of HΛL(A) admits a density in a low
energy region. In particular, it follows from the Wegner estimate that
the IDS is Lipschitz continuous.


Theorem 1.3. There exists λ1 > 0 such that if 0 < λ < λ1 then there
are E2 > E0 and C > 0 such that


P


(
dist(σ(HΛL(Aω)), E) < ε


)
≤ Cε|ΛL|


for E ∈ [E0, E2] and ε > 0.


Once Theorems 1.2 and 1.3 are proved, Theorem 1.1 follows by
the multiscale argument, and we omit the detail. We note that the
Combes-Thomas estimate and the decomposition of resolvents in the
multiscale argument work for magnetic Schrödinger operators with es-
sentially no modifications.


Whereas a large amount of work has been done on the spectral
properties of Schrödinger operators with random potentials (see, e.g.,
[2], [5], [18] and references therein), only a few results have been ob-
tained on Schrödinger operators with random magnetic fields. Ueki
([20]) proved the Lifshitz tail for a class of Gaussian random magnetic
field, and Nakamura ([15], [16]) proved it for the 2D discrete case,
and the continuous case, respectively. Hislop and Klopp proved the
Wegner estimate near the bottom edge of the spectrum for continuous
case ([8]). They suggested the Anderson localization (combined with
the result of [16]), but it was not clear if there exists an interval in
the spectrum that satisfies both conditions. In a recent paper [21],
Ueki proved the Anderson localization for Schrödinger operator with
a random potential and a correlated random magnetic field.


There have been active discussion about the spectrum of random
magnetic Schrödinger operators in physics literature, most of them are
mainly numerical computations (see, e.g., [7], [14], [9], [17]). There
seems to be no agreement if there exists continuous spectrum in the
middle of the spectrum, but it appears that the localization near the
spectrum edges is widely believed, which is the subject of this paper.


We prove Theorem 1.2 under more general assumptions in Sec-
tion 2, and Theorem 1.3 is proved in Section 3.
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2 The Lifshitz tail


We first define HΛL(A) on `2(ΛL). We note


〈u|Hu〉 =
1
2


∑
e∈E


∣∣u(i(e))− eiA(e)u(t(e))
∣∣2


=
1
2


∑
f∈F


∑
e∈∂f


∣∣u(i(e))− eiA(e)u(t(e))
∣∣2,


where i(e) and t(e) denote the initial point and the terminal point of
e, respectively. Namely,


i(e) = x, t(e) = y for e = (x, y).


Then, we set


〈u|HΛLu〉 =
1
2


∑
f∈F,
f⊂ΛL


∑
e∈∂f


∣∣u(i(e))− eiA(e)u(t(e))
∣∣2 +


∑
x∈∂ΛL


|u(x)|2,


where


∂ΛL =
{
x ∈ ΛL


∣∣ |xi| = L for i = 1 or 2
}
.


The boundary term
∑
∂ΛL
|u(x)|2 does not affect the IDS since it is an


operator of rank 4(L+1) << |ΛL|. One may consider our Hamiltonian
HΛL is analogous to the Dirichlet Hamiltonian, though they are slightly
different.


In order to prove Theorem 1.2, we follow the argument of [15], but
we need a more precise local energy estimate since inf σ(H(Aω)) > 0.
We fix


0 < α < 1− 1/
√


2,


and define


β(t) = min(1− cos(t/4), α)


for t ∈ T ∼= [−π, π). We set


WB(x) =
∑
x∈∂f


β(B(f)), x ∈ Z2.


Then, we have


Theorem 2.1. For u ∈ `2(Z2),


〈u|Hu〉 ≥
〈
u
∣∣WBu


〉
+ γ
〈
|u|
∣∣H0|u|


〉
where


γ =
1
4


(
1− 1√


2
− α


)
> 0,


and H0 is the free discrete Schrödinger operator on Z2.
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Proof. We mimic the argument of Theorem 2 of [15]. We consider a
Hamiltonian Hf on `2(f) ∼= C


4 defined by〈
uf
∣∣Hfuf


〉
=


1
2


∑
e∈∂f


∣∣uf (e)− eiA(e)uf (e)
∣∣2


for uf ∈ `2(f). We may write


f =
{
y0, y1, y2, y3


}
, ej = (yj , yj+1),


where y4 = y0, and


〈
uf
∣∣Hfuf


〉
=


1
2


3∑
j=0


∣∣uf (yj)− eiA(ej)uf (yj+1)
∣∣2.


By a gauge transform, we may suppose A(ej) = B/4 where B = B(f).
Namely, there exists {gj}3j=0 with |gj | = 1 such that if we set


ũf (yj) = gjuf (yj)


then 〈
uf
∣∣Hfuf


〉
=


1
2


3∑
j=0


∣∣ũf (yj)− eiB/4ũf (yj+1)
∣∣2.


We define H̃f on `2(f) so that〈
uf
∣∣Hfuf


〉
=
〈
ũf
∣∣H̃f ũf


〉
.


It is easy to show


σ(Hf ) = σ(H̃f ) =
{
λj
∣∣ j = 0, 1, 2, 3


}
where


λj = 1− cos((B + 2πj)/4),


and the eigenvectors of H̃f is given by


vj =
1
2


(1, eiπj/2, e2iπj/2, e3iπj/2), j = 0, 1, 2, 3.


Let Πj be the orthogonal projection to the eigenspace with the eigen-
value λj . Then, we have


〈uf |Hfuf 〉 =
3∑
j=0


λj‖Πj ũf‖2


≥ β(B)‖Π0ũf‖2 +
3∑
j=1


λj‖Πj ũf‖2


= β(B)‖ũf‖2 +
3∑
j=1


(λj − β(B))‖Πj ũf‖2


≥ β(B)‖uf‖2 + 4γ‖(1−Π0)ũf‖2
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by the definitions of β(t) and γ, and the fact that λj ≥ 1 − 1/
√


2 for
j = 1, 2, 3. We then estimate the last term in the right hand side. For
v ∈ `2(f), we have


‖(1−Π0)v‖2 =
3∑
j=0


|v(yj)− v̄|2 ≥
1
4


3∑
j=0


|v(yj)− v(yj+1)|2


≥ 1
4


3∑
j=0


∣∣|v(yj)| − |v(yj+1)|
∣∣2


where v̄ = 1
4


∑3
j=0 v(yj) is the average of v. Hence we have


‖(1−Π0)ũf‖2 ≥
1
4


3∑
j=0


∣∣|ũf (yj)| − |ũf (yj+1)|
∣∣2


=
1
4


3∑
j=0


∣∣|uf (yj)| − |uf (yj+1)|
∣∣2 =


1
4
〈
|uf |


∣∣H0,f |uf |
〉


where H0,f is the free Schrödinger operator on `2(f). Combining these,
we learn


〈uf |Hfuf 〉 ≥ β(B(f))‖uf‖2 + γ
〈
|uf |


∣∣H0,f |uf |
〉
.


If we set uf = u
∣∣
f


and sum up this inequality over f ∈ F , then we
obtain


〈u|Hu〉 =
∑
f∈F


β(B(f))‖uf‖2 + γ
∑
f∈F


〈
|uf |


∣∣H0,f |uf |
〉


=
〈
u
∣∣WBu


〉
+ γ
〈
|u|
∣∣H0|u|


〉
.


We can also prove the following estimate for HΛL in exactly the
same way as above. Note that we use the boundary term in the defi-
nition of HΛL near the boundary.


Theorem 2.2. For u ∈ `2(ΛL),


〈u|HΛLu〉 ≥
〈
u
∣∣WB,ΛLu


〉
+ γ
〈
|u|
∣∣H0,ΛL |u|


〉
,


where


WB,ΛL(x) =
∑


x∈f⊂ΛL


β(B(f)),


and H0,ΛL is the free Schrödinger operator on `2(ΛL) defined by


〈u|H0,ΛLu〉 =
1
2


∑
f∈F


∑
e∈∂f


|u(i(e))− u(t(e))|2.
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Given this estimate, we can prove the following generalization of
Theorem 1.2, using the argument of [15] and the large deviation argu-
ment of [10, 19]. We omit the details.


Theorem 2.3. Suppose {B(f)|f ∈ F} are metrically transitive ran-
dom variables with finite correlation length, i.e., there exists R >
0 such that {B(f)|f ∈ F1} and {B(f)|f ∈ F2} are independent if
dist(F1, F2) ≥ R. Let µ be the common distribution of B(f), and sup-
pose


supp µ ⊂ [−b+,−b−] ∪ [b−, b+]


with 0 < b− < b+ ≤ π. Then,


lim
E↓E0


log(− log k(E))/ log(E − E0) ≤ −1,


where E0 = inf σ(Hω) = 4(1− cos(b−/4)). Moreover, if in addition,


µ([b−, b− + ε]) ≥ Cεa, µ([−b− − ε,−b−]) ≥ Cεa for ε > 0,


with some C, a > 0, then


lim
E↓E0


log(− log k(E))/ log(E − E0) = −1.


Remark 2.1. To study the small λ regime, rather than Dirichlet ap-
proximations, one uses periodic approximations to the random oper-
ator as in [12, 13]. It essentially means that we consider periodic
realization of our magnetic operators (with very large periods) with
quasi-periodic boundary conditions and study the eigenvalue distribu-
tions for these realizations. One can prove an analogue of Theorem 2.2
for these periodic realization of our magnetic operators with quasi-
periodic boundary conditions. Using the analysis done in [13], one
sees that to estimate the density of states for H(Aω) in [E0, E0 + cλ],
one has to estimate the probability that for Λ = ΛL and L = Lλ = λ−ρ


(ρ > 0 is large but fixed), there exists a function u ∈ `2(Λ), ‖u‖ = 1,
so that
〈u|WB,ΛLu〉+ γ〈|u||Hθ


0,ΛL |u|〉 = 〈v|WB,ΛLv〉+ γ〈v|Hθ
0,ΛLv〉


≤ E0 + cλ where v = |u|.


Here Hθ
0,ΛL


is the discrete Laplacian with quasi-periodic boundary con-
ditions. As WB,ΛL − E0 ≥ 0, one gets 〈|u||Hθ


0,ΛL
|u|〉 ≤ cλ. So |u| has


to be flat on cubes of size roughly λ−1/2. The positivity of the Laplace
operator then implies that 〈v|(WB,ΛL −E0)v〉 ≤ cλ. Using the small λ
expansion for WB,ΛL , one roughly has to estimate (see [13] for details)
the probability that


λ sin(b/4)
∑


f∈Λ
λ−1/2


Bω(f) + Cλ2
∑


f∈Λ
λ−1/2


(Bω(f))2


= λ sin(b/4)
∑


e∈∂Λ
λ−1/2


aω(e) + Cλ2
∑


f∈Λ
λ−1/2


(Bω(f))2 ≤ c.
(2.1)


Standard large deviation arguments tell us that this probability stays
exponentially small with λ as long as c < −λ3/4−δ (here δ > 0 is fixed
and arbitrary).
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3 The Wegner estimate


In this section, we prove Theorem 1.3 using an idea similar to [8]. Let
Aω(e) be the vector potential as in Section 1. Namely,


Aω(e) = Ab0(e) + λaω(e),


where {aω(e)|e ∈ E} are i.i.d. random variables with the density func-
tion g(t). We set


F0 = inf σ(H(Ab0)) = 4(1− cos(b/4)).


We always assume


b− 4λ ≥ 0, i.e., 0 < λ ≤ b/4


so that


E0 = inf σ(H(Aω)) = 4(1− cos((b− 4λ)/4).


Our Hamiltonian H(Aω) may be considered as a function of {aω(e)},
and we compute the partial derivative of HΛL(Aω) with respect to each
aω(e). Our main lemma in this section is the following:


Lemma 3.1. Let ψ be a normalized eigenfunction of HΛL(Aω) with
an eigenvalue E < F0. Then,


1
2


∑
e∈E′L


aω(e)
〈
ψ


∣∣∣∣∂HΛL(Aω)
∂aω(e)


ψ


〉
≥ F0 − E − 6λ2,


where


E ′L =
{
e ∈ E


∣∣ e ⊂ ΛL
}
.


Proof. We decompose HΛL(Aω) as follows:


HΛL(Aω)u(x) =
∑
|x−y|=1


(
u(x)− eiA


b
0((x,y))u(y)


)
+ χ


∂ΛL(x)u(x)


+
∑
|x−y|=1


(
1− eiλa


ω((x,y))
)
eiA


b
0((x,y))u(y)


= HΛL(Ab0)u(x) + V ωu(x),
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with u ∈ `2(ΛL). By direct computations, we have


1
2


∑
e∈E′L


〈
u


∣∣∣∣aω(e)
∂V ω


∂aω(e)
u


〉


= − i
2


{∑
e


λaω(e)ei(λa
ω(e)+Ab0(e))u(i(e))u(t(e))


+
∑
e


λaω(e)e−i(λa
ω(e)+Ab0(e))u(t(e))u(i(e))


}
= −i


∑
e


λaω(e)ei(λa
ω(e)+Ab0(e))u(i(e))u(t(e))


= −
∑
e


(
eiλa


ω(e) − 1
)
eiA


b
0(e)u(i(e))u(t(e))


+
∑
e


r(e)u(i(e))u(t(e))


= −〈u|V ωu〉+ 〈u|Ru〉 (3.1)


where


r(e) :=
(
(eiλa


ω(e) − 1)− λaω(e)eiλa
ω(e)
)
eiA


b
0(e).


It is easy to observe by Taylor’s theorem that


|r(e)| ≤ 3
2
λ2|aω(e)|2 ≤ 3


2
λ2,


and hence


‖R‖ ≤ 4 sup
e
|r(e)| ≤ 6λ2. (3.2)


On the other hand, we have


E = 〈ψ|HΛL(Aω)ψ〉 = 〈ψ|HΛL(Ab0)ψ〉+ 〈ψ|V ωψ〉
≥ F0 + 〈ψ|V ωψ〉


and hence


〈ψ|V ωψ〉 ≤ −(F0 − E). (3.3)


Combining (3.1) with (3.2) and (3.3), we obtain


1
2


∑
e∈E′L


〈
ψ


∣∣∣∣aω(e)
∂HΛL(Aω)
∂aω(e)


ψ


〉
= −〈ψ|V ωψ〉+ 〈ψ|Rψ〉


≥ (F0 − E)− 6λ2.


Given Lemma 3.1, we can prove the Wegner estimate using the idea
of Hislop and Klopp [8].
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Theorem 3.2. Suppose


E0 < F0 − 6λ2,


and let E2 ∈ (E0, F0 − 6λ2). Then, there exists C > 0 such that


P


(
dist(σ(HΛL(Aω))), E


)
≤ Cε|ΛL|


for ε > 0, L > 0 and E ∈ [E0, E2].


Remark 3.1. The assumption is satisfied if λ is sufficiently small since


E0 = F0 − 4(sin b/4)λ+O(λ2) for λ ∼ 0.


Proof. The proof is analogous to [8] (see also [3]), but we prove it
for the completeness1. We fix E ∈ [E0, E2], and for ε > 0 we set
η ∈ C∞0 (R) so that


η(t) =


{
1, (|t− E| ≤ ε),
0, (|t− E| ≥ 2ε),


and 0 ≤ η(t) ≤ 1 for all t ∈ R. By Chebyshev’s inequality, we have


P(dist(σ(HΛL(Aω))), E) ≤ E(Tr(η(HΛL(Aω)))). (3.4)


Let {Eωj |j = 1, 2, . . . } be the eigenvalues of HΛL(Aω), and let {ψωj } be
the corresponding eigenfunctions. Then, by a standard computation
of the analytic perturbation theory, we have


∂Eωj
∂aω(e)


=
〈
ψj


∣∣∣∣∂HΛL(Aω)
∂aω(e)


ψj


〉
.


Let


ξ(t) =
∫ ∞
t


η(s)ds ∈ C∞(R).


Then, we learn


∂


∂aω(e)
Tr(ξ(HΛL(Aω))) =


∂


∂aω(e)


∑
j


ξ(Eωj ) = −
∑
j


∂Eωj
∂aω(e)


η(Eωj ),


where the sum is taken over j such that Eωj ∈ [E − 2ε, E + 2ε]. Com-
bining these with Lemma 3.1, we obtain∑


e∈E′L


aω(e)
∂


∂aω(e)
Tr(ξ(HΛL(Aω)))


=
∑
e∈E′L


∑
j


aω(e)
〈
ψj


∣∣∣∣∂HΛL(Aω)
∂aω(e)


ψj


〉
η(Eωj )


≥
∑
j


(F0 − Eωj − 6λ2)η(Eωj )


≥ (F0 − E − 2ε− 6λ2)Tr(η(HΛL(Aω))). (3.5)


1In fact, the proof is much simpler in our situation.
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Now we compute the expectation of the left hand side of (3.5):


E


(∑
e∈E′L


aω(e)
∂


∂aω(e)
Tr(ξ(HΛL(Aω)))


)


=
∑
e∈E′L


∫
· · ·
∫
aω(e)


∂


∂aω(e)
Tr(ξ(HΛL(Aω)))


∏
e′∈E′L


g(aω(e′))daω(e′).


We denote Kt
e = HΛL(Ate) with


Ate(e
′) =


{
Aω(e′), (e′ 6= e),
t , (e′ = e).


By an integration by parts, we have∫
aω(e)


∂


∂aω(e)
Tr(ξ(HΛL(Aω)))daω(e)


=
∫


∂


∂t


(
Tr(ξ(Kt


e)− ξ(K0
e ))
)
tg(t)dt


= g(1)Tr(ξ(K1
e )− ξ(K0


e )) + g(−1)Tr(ξ(K−1
e )− ξ(K0


e ))


+
∫


Tr(ξ(Kt
e)− ξ(K0


e ))(g(t) + tg′(t))dt


≤ (3 sup |g|+ sup |g′|) sup
−1≤t≤1


|Tr(ξ(Kt
e)− ξ(K0


e )|. (3.6)


Since Kt
e −K0


e is an operator of rank 2, we have


|Tr(ξ(Kt
e)− ξ(K0


e ))| = −
∫
ξ′(s)|Ξ(s;Kt


e,K
0
e ))|ds


≤ 2
∫
η(s)ds ≤ 8ε, (3.7)


where Ξ(s;A,B) denotes the spectral shift function for the pair of
operators A and B. Note that Ξ(s;A,B) is uniformly bounded by the
rank of A−B (see. e.g., [1]). Thus (3.6) and (3.7) imply


E


(∑
e∈E′L


aω(e)
∂


∂aω(e)
Tr(ξ(HΛL(Aω)))


)


≤
∑
e∈E′L


∫
· · ·
∫
C1ε


∏
e′ 6=e


g(aω(e′))daω(e′) ≤ C1ε|ΛL|,


where C1 = 8(3 sup |g|+ sup |g′|). It follows from (3.4), (3.5) and this
estimate:


P(dist(σ(HΛL(Aω))), E) ≤ C2ε|ΛL|


with C2 = C1(F0 − E − 2ε − 6λ2)−1. Theorem 3.2 now follows if
ε < (F0 − E2 − 6λ2)/4.
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