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#### Abstract

We have constructed a very different type of particle than any presently known. It is a boson and resides in the $(1 / 2,0) \oplus(0,1 / 2)$ representation space. The associated local field has mass dimension three half. These new bosons can only be created or destroyed in pairs. When paired with a fermion the total zero point energy of the boson-fermion system identically vanishes. This communication presents the new quantum field theoretic construct.


## 1. The basic assertion, and the departure

The usual textbook treatments that assign statistics, fermionic or bosonic, to a field hinge on demanding that, modulo the zero point contribution, the field energy be positive definite. Steven Weinberg, on the other hand, argues that for the S-matrix to be Lorentz invariant the Hamiltonian density at two spacelike events must commute. In the ensuing development of theory of quantum field he arrives at the celebrated results on the assignment of spin and statistics [1, 2]. Both approaches carry their own strengths. Here, we provide a counter example to the theorem by proceeding in a manner that combines both the approaches. For a comparative study of the two approaches we refer the reader to [3].

Our construct evades the canonical wisdom on the relation between spin and statistics [3]. All treatments of the theorem, with an important exception of already cited papers of Weinberg, fail to notice that the expansion coefficients in a field do not have a phase freedom, and that the Lagrangian density is not to be assumed but derived by first introducing a quantum field, and then calculating the vacuum expectation value of the

[^0]time ordered product of the field and its adjoint. The latter requires a definition of the duals for the expansion coefficients. In the work on mass dimension one fermions these observations were explicitly implemented; as the work evolved from a non-local theory to a local theory [4-10].

In the fermionic Dirac field, our reader would recall that the 'particle' expansion coefficients have a positive norm, while the 'antiparticles' expansion coefficients have a negative norm. These signs coupled with the anticommuting annihilation and creation operators result in a, except for the sign of the zero point energy, positive definite field energy. The mass dimensionality of three half can similarly be traced to the spin sums in which the Dirac dual plays a crucial role.

Parallel with the theory of mass dimension one fermions, all the four expansion coefficients of the field we present here have a vanishing norm; that is: if we work with the Dirac dual. We are thus forced to introduce a new dual. Under this new dual all four expansion coefficients have a positive Lorentz invariant norm. We find that, (a) the field and its adjoint commute for spacelike separation, and (b) the field energy is positive definite.

These results arise from an interplay between the norms and spins sums of the spinors, and commuting annihilation and creation operators. The Lorentz covariant spin sums and invariant norms alter in such a way that we obtain not only a bosonic field but also a local field of mass dimension three half.

### 1.1. Outline

The next section opens with an observation that served as a seed, and resulted in the reported construct. In section 3 we provide the expansion coefficient for the new field. The new dual, orthonormality relations and spin sums are given in section 4. Section 5 presents what we call 'a bosonic representation of Clifford algebra.' With this preparation, the new field and its adjoint is introduced in section 6. The bosonic nature of the field is established in sub-section 6.1 followed by, in sub-section 6.2 , the Feynman-Dyson propagator. A very brief sub-section 6.3 establishes the new field to be local. That the field energy is bounded from below with a positive definite zero point energy is shown in sub-section 6.4. The last section presents a few concluding remarks, followed by an Appendix that collects together some parenthetic information.

## 2. The opening observation

The narrative that follows is neither fully compatible with history nor with the various textbook presentations. It departs from Weinberg's formalism without abandoning his insights.

Let's go back to the period around 1928 and in that mind set note that the Dirac
equation arose in taking the square root of the dispersion relation [11, 12$]^{11}$

$$
p_{\mu} p^{\mu}=m^{2}
$$

The square root of the left hand side was found to be $\gamma_{\mu} p^{\mu}$, where the $\gamma_{\mu}$ are the $4 \times 4$ matrices of the Dirac framework. The argument naturally leads to $\left(\gamma_{\mu} p^{\mu} \pm m \rrbracket\right) \psi(\boldsymbol{p})=0$, the Dirac equation in momentum space with the $\gamma_{\mu}$ satisfying the Clifford algebra: $\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=$ $2 \eta_{\mu \nu}$. Its solutions, after incorporating certain locality phases [14], later became expansion coefficients for all the fermionic matter fields of the standard model [2].

Modulo the Majorana observation of 1937 [15], there is a general consensus that the Dirac field is a unique spin one half field that is consistent with Lorentz symmetries, principles of quantum mechanics, and the cluster decomposition principle. The uniqueness, with the exception of Weinberg formalism ${ }^{2}$ hinges on the implicit assumption that the square root of a $4 \times 4$ identity matrix 0 multiplying the $m^{2}$ on the right hand side of (2) is, apart from a mutiplicative factor of $\pm 1, \square$ itself - uniquely. The recent emergence of the new spin one-half fermions with mass dimension one provides a strong reason that other roots of $\square$ may lead to new spin one half matter fields, and these may serve the dark matter sector or at the least provide us with a complete set of particle content consistent with basic principles of quantum mechanics and the symmetries of special relativity [10].

With this background we recall the well known linearly independent square roots of $4 \times 4$ identity matrix in the $(1 / 2,0) \oplus(0,1 / 2)$ representation space [16, page 71]

$$
\begin{array}{lllll}
\text { ] } & & & & \\
i \gamma_{1} & i \gamma_{2} & i \gamma_{3} & \gamma_{0} & \\
\\
i \gamma_{2} \gamma_{3} \quad i \gamma_{3} \gamma_{1} & i \gamma_{1} \gamma_{2} & \gamma_{0} \gamma_{1} & \gamma_{0} \gamma_{2} & \gamma_{0} \gamma_{3} \\
i \gamma_{0} \gamma_{2} \gamma_{3} & i \gamma_{0} \gamma_{1} \gamma_{3} & i \gamma_{0} \gamma_{1} \gamma_{2} & \gamma_{1} \gamma_{2} \gamma_{3} &  \tag{1}\\
i \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} & & & &
\end{array}
$$

We denote these by $\Omega_{\ell}, \ell=1,2 \cdots 16: \Omega_{1}$ being the first entry in the above array and $\Omega_{16}$ being the last - that is, $\ell$ assignment is in consecutive order. As noted in footnote 1, we shall adopt the Weyl basis. These observations are taken from a related work of the author and are reproduced here for the sake of establishing a context.

Unlike the Dirac root $\mathbb{D}$, none of the remaining roots commute with $\gamma_{\mu} p^{\mu}$

$$
\begin{equation*}
\left[\Omega_{\ell}, \gamma_{\mu} p^{\mu}\right] \neq 0 \quad \ell=2,3, \cdots 16 \tag{2}
\end{equation*}
$$

In addition, the $\Omega_{\ell}$ either commute or anti-commute with each other

$$
\begin{equation*}
\left[\Omega_{\ell}, \Omega_{\ell^{\prime}}\right]_{ \pm}=0 \tag{3}
\end{equation*}
$$

[^1]Where the symbol $\pm$ denotes commutator, for the minus sign, or anticommutator, for the plus sign. Some additional details are given in Table A.1.

Dirac equation, and the Dirac quantum field, follows from using $\Omega_{1}=\rrbracket$ as the trivial square root of $\mathbb{\square}$ provided the four-fold degenerate eigenspinors of $\mathbb{\square}$

$$
\nu_{1}=\left(\begin{array}{l}
1  \tag{4}\\
0 \\
0 \\
0
\end{array}\right), \quad \nu_{2}=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right), \quad \nu_{3}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right), \quad \nu_{4}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right)
$$

are superimposed to obtain eigenspinors of the Dirac root $\square^{3} \gamma_{\mu} p^{\mu}$ at rest $(\boldsymbol{p}=0)^{4}$

$$
\begin{equation*}
u_{+}(0)=\sqrt{\frac{m}{2}}\left(\nu_{1}(0)+\nu_{3}(0)\right), \quad u_{-}(0)=\sqrt{\frac{m}{2}}\left(\nu_{2}(0)+\nu_{4}(0)\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{+}(0)=\sqrt{\frac{m}{2}}\left(\nu_{2}(0)-\nu_{4}(0)\right), \quad v_{-}(0)=-\sqrt{\frac{m}{2}}\left(\nu_{1}(0)-\nu_{3}(0)\right) \tag{6}
\end{equation*}
$$

The choice of phases made above follows from arguments presented in references [2, 10, 14]. These are independent of $\boldsymbol{p}$ - and hence can be interpreted as 'rest spinors. ${ }^{5}$. Following a procedure that we now embark upon one can construct a local quantum field, that of Dirac, which is fermionic and carries mass dimension three half - the general procedure can be found in [10].

With these observations we now embark on a concrete example culminating in the new bosonic field of spin one half.

## 3. The expansion coefficients

We arrived at the abstracted results while exploring $\Omega_{4}$. Its eigenspinors, up to constant multiplicative factors of the type $\alpha \times e^{i \beta}$ with $\alpha, \beta \in \mathbb{R}$, are

$$
\mu_{1}=\left(\begin{array}{l}
0  \tag{7}\\
i \\
0 \\
1
\end{array}\right), \quad \mu_{2}=\left(\begin{array}{l}
i \\
0 \\
1 \\
0
\end{array}\right), \quad \mu_{3}=\left(\begin{array}{c}
0 \\
-i \\
0 \\
1
\end{array}\right), \quad \mu_{4}=\left(\begin{array}{c}
-i \\
0 \\
1 \\
0
\end{array}\right)
$$

[^2]with eigenvalues, $-1,+1,+1,-1$ respectively. The theory is built upon the following linear superposition ${ }^{6}$ of the $\mu_{i}$
\[

$$
\begin{equation*}
\lambda_{1}(0)=\sqrt{\frac{m}{2}}\left(\mu_{1}+i \mu_{2}\right), \quad \lambda_{2}(0)=\sqrt{\frac{m}{2}}\left(\mu_{1}-i \mu_{2}\right) \tag{8}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\lambda_{3}(0)=\sqrt{\frac{m}{2}}\left(\mu_{3}+i \mu_{4}\right), \quad \lambda_{4}(0)=\sqrt{\frac{m}{2}}\left(\mu_{3}-i \mu_{4}\right) \tag{9}
\end{equation*}
$$

which we treat as eigenspinors at rest. The action of the $(1 / 2,0) \oplus(0,1 / 2)$ boost operator

$$
\kappa=\sqrt{\frac{E+m}{2 m}}\left(\begin{array}{cc}
0+\frac{\boldsymbol{\sigma} \cdot \boldsymbol{p}}{E+m} & 0  \tag{10}\\
\mathbb{0} & 0-\frac{\boldsymbol{\sigma} \cdot \boldsymbol{p}}{E+m}
\end{array}\right)
$$

on these spinors yields the four spinors for an arbitrary momentum

$$
\begin{equation*}
\lambda_{i}(\boldsymbol{p})=\kappa \lambda_{i}(0) \tag{11}
\end{equation*}
$$

In section 6 we will define a new quantum field with $\lambda_{i}(\boldsymbol{p})$ as its expansion coefficients.

## 4. The dual of $\lambda_{i}(p)$, orthonormality relations, and spin sums

As in the case for eigenspinors of the charge conjugation operator [10] - Eigenspinoren des Ladungskonjugationsoperators (Elko) - here too we find that under the Dirac dual, each of the $\lambda_{i}(\boldsymbol{p}), i=1,2,3,4$, has null norm. Based on the insights gained in author's monograph on mass dimension one fermions [10] we define a new dual ${ }^{7}$ ]

$$
\begin{equation*}
\vec{\lambda}_{i}(\boldsymbol{p})=\left[\mathcal{P} \lambda_{i}(\boldsymbol{p})\right]^{\dagger} \gamma_{0} \tag{12}
\end{equation*}
$$

for it allows us to construct an internally consistent theory and provides Lorentz invariant norms. In the above definition $\mathcal{P}=m^{-1} \gamma_{\mu} p^{\mu}$ is the parity operator in the $(1 / 2,0) \oplus(0,1 / 2)$ representation space [10, 17]. The new dual gives the following orthonormality relations

$$
\begin{equation*}
\vec{\lambda}_{i}(\boldsymbol{p}) \lambda_{j}(\boldsymbol{p})=2 m \delta_{i j}, \quad i, j=1,2,3,4 \tag{13}
\end{equation*}
$$

The associated spin sums evaluate to

$$
\sum_{i=1,2} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p})=\left(\begin{array}{cccc}
m & 0 & i(\mathrm{p} 0+\mathrm{pz}) & i \mathrm{px}+\mathrm{py}  \tag{14}\\
0 & m & i \mathrm{px}-\mathrm{py} & i(\mathrm{p} 0-\mathrm{pz}) \\
-i(\mathrm{p} 0-\mathrm{pz}) & i \mathrm{px}+\mathrm{py} & m & 0 \\
i \mathrm{px}-\mathrm{py} & -i(\mathrm{p} 0+\mathrm{pz}) & 0 & m
\end{array}\right)
$$

[^3]and
\[

\sum_{i=3,4} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p})=\left($$
\begin{array}{cccc}
m & 0 & -i(\mathrm{p} 0+\mathrm{pz}) & -i \mathrm{px}-\mathrm{py}  \tag{15}\\
0 & m & \mathrm{py}-i \mathrm{px} & -i(\mathrm{p} 0-\mathrm{pz}) \\
i(\mathrm{p} 0-\mathrm{pz}) & -i \mathrm{px}-\mathrm{py} & m & 0 \\
\mathrm{py}-i \mathrm{px} & i(\mathrm{p} 0+\mathrm{pz}) & 0 & m
\end{array}
$$\right)
\]

Next, we define $a_{\mu}$ as coefficients of $p^{\mu}=\left\{p^{0}, \boldsymbol{p}\right\}=\left\{p^{0}, p_{x}, p_{y}, p_{z}\right\}$ in the above spins sums. The $a_{\mu}$ thus extracted read

$$
\begin{array}{ll}
a_{0}=\left(\begin{array}{cccc}
0 & 0 & i & 0 \\
0 & 0 & 0 & i \\
-i & 0 & 0 & 0 \\
0 & -i & 0 & 0
\end{array}\right), \quad a_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & i \\
0 & 0 & i & 0 \\
0 & i & 0 & 0 \\
i & 0 & 0 & 0
\end{array}\right) \\
a_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right), \quad a_{3}=\left(\begin{array}{cccc}
0 & 0 & i & 0 \\
0 & 0 & 0 & -i \\
i & 0 & 0 & 0 \\
0 & -i & 0 & 0
\end{array}\right) \tag{17}
\end{array}
$$

The spin sums then take the compact form

$$
\begin{align*}
& \sum_{i=1,2} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p})=a_{\mu} p^{\mu}+m \rrbracket  \tag{18}\\
& \sum_{i=3,4} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p})=-a_{\mu} p^{\mu}+m \rrbracket \tag{19}
\end{align*}
$$

where』 represents the $4 \times 4$ identity matrix.
It is now in order that we explicitly draw attention of our reader to the facts, (a) that all the norms in equation (13) are positive definite, (b) that in contrast to the spin sums of the Dirac formalism, the spin sums here carry same sign for the mass term, and opposite for the $a_{\mu} p^{\mu}$ terms, and (c) the completeness relation following from the spin sums carries a plus (between ' $1-2$ ' and ' $3-4$ ' parts), rather than, a minus sign of the Dirac counterpart:

$$
\begin{equation*}
\frac{1}{2 m}\left[\sum_{i=1,2} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p})+\sum_{i=3,4} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p})\right]=0 . \tag{20}
\end{equation*}
$$

These differences are crucial for the bosonic quantum field under construction.
For a direct comparison of $a_{\mu}$ with $\gamma_{\mu}$ we introduce $\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$, where the $\sigma$ 's are the Pauli matrices in the standard representation. Then the $a_{\mu}$ and $\gamma_{\mu}$ may be written as (reminder: both in the Weyl representation)

$$
a_{0}=i\left(\begin{array}{cc}
\mathbb{0} & \mathbb{0}  \tag{21}\\
-\mathbb{0} & 0
\end{array}\right), \quad \boldsymbol{a}=i\left(\begin{array}{cc}
\mathbb{0} & \boldsymbol{\sigma} \\
\boldsymbol{\sigma} & \mathbb{0}
\end{array}\right), \quad \gamma_{0}=\left(\begin{array}{cc}
\mathbb{0} & \mathbb{0} \\
\mathbb{0} & \mathbb{0}
\end{array}\right), \quad \gamma=\left(\begin{array}{cc}
\mathbb{0} & \boldsymbol{\sigma} \\
-\boldsymbol{\sigma} & \mathbb{0}
\end{array}\right)
$$

Using Pauli matrices $\boldsymbol{\sigma}$, we may define $\sigma_{\mu}=\left(\sigma_{0}, \boldsymbol{\sigma}\right)$, and $\bar{\sigma}_{\mu}=\left(\bar{\sigma}_{0}, \overline{\boldsymbol{\sigma}}\right)$ with $\sigma_{0}=\bar{\sigma}_{0}$ identified with $2 \times 2$ identity matrix $\mathbb{\square}$, and $\bar{\sigma}=-\boldsymbol{\sigma}$. Then the $a_{\mu}$ and $\gamma_{\mu}$ may be written as

$$
a_{\mu}=i\left(\begin{array}{cc}
\mathbb{0} & \sigma_{\mu}  \tag{22}\\
-\bar{\sigma}_{\mu} & \mathbb{0}
\end{array}\right), \quad \gamma_{\mu}=\left(\begin{array}{cc}
\mathbb{0} & \sigma_{\mu} \\
\bar{\sigma}_{\mu} & \mathbb{0}
\end{array}\right)
$$

With $\gamma$ and $a$ defined in 26) and (27) below, it follows that

$$
\begin{equation*}
a_{\mu}=i \gamma \gamma_{\mu}, \quad \gamma_{\mu}=i a a_{\mu} \tag{23}
\end{equation*}
$$

## 5. A bosonic representation of Clifford algebra

The $a_{\mu}$ may be compared with the $\gamma_{\mu}$. Despite the manifest difference, they satisfy the Clifford algebra

$$
\begin{equation*}
\left\{a_{\mu}, a_{\nu}\right\}=2 \eta_{\mu \nu} \tag{24}
\end{equation*}
$$

Furthermore, $a_{\mu}$ and $\gamma_{\mu}$ do not commute

$$
\begin{equation*}
\left[a_{\mu}, \gamma_{\nu}\right]=2 \eta_{\mu \nu} i \gamma \tag{25}
\end{equation*}
$$

where $\gamma$ is defined as

$$
\gamma=\frac{i}{4!} \epsilon^{\mu \nu \lambda \sigma} \gamma_{\mu} \gamma_{\nu} \gamma_{\lambda} \gamma_{\sigma}=\left(\begin{array}{cc}
\mathbb{D}_{2} & 0_{2}  \tag{26}\\
\mathbb{O}_{2} & -\mathbb{\square}_{2}
\end{array}\right)
$$

with $\epsilon^{\mu \nu \lambda \sigma}$ the completely antisymmetric 4th rank tensor with $\epsilon^{0123}=+1$. The $\mathbb{D}_{2}$ and $\mathbb{D}_{2}$ are $2 \times 2$ null and identity matrices, respectively. Similarly, we define

$$
a=\frac{i}{4!} \epsilon^{\mu \nu \lambda \sigma} a_{\mu} a_{\nu} a_{\lambda} a_{\sigma}=-\left(\begin{array}{cc}
\mathbb{0}_{2} & \mathbb{0}_{2}  \tag{27}\\
\mathbb{O}_{2} & -\mathbb{1}_{2}
\end{array}\right)
$$

The above-obtained spin sums when coupled with the orthonormality relations (13) give the identities

$$
\begin{align*}
\left(a_{\mu} p^{\mu}-m \square\right) \lambda_{i}(\boldsymbol{p})=0, & \text { for } i=1,2  \tag{28}\\
\left(a_{\mu} p^{\mu}+m \rrbracket\right) \lambda_{i}(\boldsymbol{p})=0 . & \text { for } i=3,4 \tag{29}
\end{align*}
$$

The linear superpositions (8) and (9) thus make the $\lambda_{i}(\boldsymbol{p})$ eigenspinors of $a_{\mu} p^{\mu}$. Since the $a_{\mu}$ - as seen in the next section - are embedded in a bosonic field theoretic structure we may consider the representation that we have obtained as a bosonic representation of the Clifford algebra - in the sense just stated.

The results (24), (28) and (29) are consistent with early work of Brauer and Weyl's [12].

## 6. A quantum field with $\lambda_{i}(p)$ as its expansion coefficients

Having developed the expansion coefficients and the associated formalism, we now explore the properties of the quantum field

$$
\begin{equation*}
\mathfrak{b}(x) \stackrel{\text { def }}{=} \int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}} \frac{1}{\sqrt{2 p^{0}}}\left[\sum_{i=1,2} a_{i}(\boldsymbol{p}) \lambda_{i}(\boldsymbol{p}) e^{-i p \cdot x}+\sum_{i=3,4} b_{i}^{\dagger}(\boldsymbol{p}) \lambda_{i}(\boldsymbol{p}) e^{i p \cdot x}\right] \tag{30}
\end{equation*}
$$

with its adjoint defined as

$$
\begin{equation*}
\overrightarrow{\mathfrak{b}}(x) \stackrel{\text { def }}{=} \int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}} \frac{1}{\sqrt{2 p^{0}}}\left[\sum_{i=1,2} a_{i}^{\dagger}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p}) e^{i p \cdot x}+\sum_{i=3,4} b_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p}) e^{-i p \cdot x}\right] \tag{31}
\end{equation*}
$$

At this stage we do not fix the statistics to be fermionic

$$
\begin{equation*}
\left\{a_{i}(\boldsymbol{p}), a_{j}^{\dagger}(\boldsymbol{p})\right\}=(2 \pi)^{3} \delta^{3}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) \delta_{i j}, \quad\left\{a_{i}(\boldsymbol{p}), a_{j}\left(\boldsymbol{p}^{\prime}\right)\right\}=0=\left\{a_{i}^{\dagger}(\boldsymbol{p}), a_{j}^{\dagger}\left(\boldsymbol{p}^{\prime}\right)\right\} \tag{32}
\end{equation*}
$$

or bosonic

$$
\begin{equation*}
\left[a_{i}(\boldsymbol{p}), a_{j}^{\dagger}(\boldsymbol{p})\right]=(2 \pi)^{3} \delta^{3}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) \delta_{i j}, \quad\left[a_{i}(\boldsymbol{p}), a_{j}\left(\boldsymbol{p}^{\prime}\right)\right]=0=\left[a_{i}^{\dagger}(\boldsymbol{p}), a_{j}^{\dagger}\left(\boldsymbol{p}^{\prime}\right)\right] \tag{33}
\end{equation*}
$$

and assume similar anti-commutation, or commutation, relations for $b_{i}(\boldsymbol{p})$ and $b_{i}^{\dagger}(\boldsymbol{p})$.

### 6.1. The new field is bosonic

Following Weinberg [2, Page 198], we note that for spacelike seprations Lorenz invariance of the $S$-matrix requires the field and its adjoint to commute (for bosons) and anticommute (for fermions).

Using the above obtained spin sums we find that

$$
\begin{array}{r}
{\left[\mathfrak{b}(x), \overrightarrow{\mathfrak{b}}\left(x^{\prime}\right)\right]_{\mp}=\left(\left[i a_{\mu} \partial^{\mu}+m 0\right] \Delta_{+}\left(x^{\prime}-x\right)\right.} \\
\left.\mp\left[-i a_{\mu} \partial^{\mu}+m 0\right] \Delta_{+}\left(x-x^{\prime}\right)\right) \tag{34}
\end{array}
$$

where

$$
\begin{equation*}
\Delta_{+}\left(x-x^{\prime}\right) \equiv \int \frac{d^{3} p}{(2 \pi)^{3} 2 p_{0}} e^{i p \cdot\left(x-x^{\prime}\right)} \tag{35}
\end{equation*}
$$

For $\left(x-x^{\prime}\right)$ spacelike, $\Delta_{+}\left(x-x^{\prime}\right)$ is an even function of $\left(x-x^{\prime}\right)$, and its first derivative is an odd function of $\left(x-x^{\prime}\right)$. With this observation the field must be bosonic. That is, in (34) we must choose the minus sign in $\mp$. The possibility (32) should be discarded, and the option (33) adopted. Thus for $\left(x-x^{\prime}\right)$ spacelike we have

$$
\begin{equation*}
\left[\mathfrak{b}(x), \overrightarrow{\mathfrak{b}}\left(x^{\prime}\right)\right]=0 \tag{36}
\end{equation*}
$$

while for $t=t^{\prime}$, reduces the result (34) to

$$
\begin{equation*}
\left[\mathfrak{b}(\boldsymbol{x}, t), \overrightarrow{\mathfrak{b}}\left(\boldsymbol{x}^{\prime}, t\right)\right]=a_{0} \delta^{3}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \tag{37}
\end{equation*}
$$

### 6.2. Feynman-Dyson propagator

Adapting a calculation similar to the one presented in Sections 15.3 and 15.4 of [10], the amplitude for a bosonic particle to propagate from $x$ to $x^{\prime}$ is given by

$$
\begin{align*}
\mathcal{A}_{x \rightarrow x^{\prime}} & =\left.\operatorname{Amp}\left(x \rightarrow x^{\prime}, \text { particle }\right)\right|_{t^{\prime}>t}+\left.\operatorname{Amp}\left(x \rightarrow x^{\prime}, \text { antiparticle }\right)\right|_{t>t^{\prime}} \\
& =\xi(\underbrace{\langle | \mathfrak{b}\left(x^{\prime}\right) \overrightarrow{\mathfrak{b}}(x)| \rangle \theta\left(t^{\prime}-t\right)+\langle | \overrightarrow{\mathfrak{b}}(x) \mathfrak{b}\left(x^{\prime}\right)| \rangle \theta\left(t^{\prime}-t\right)}_{\langle | \mathfrak{z}\left[\mathfrak{b}\left(x^{\prime}\right) \overrightarrow{\mathfrak{b}}(x)\right]| \rangle}) \tag{38}
\end{align*}
$$

where $\langle | \cdots\rangle$ represents vacuum expectation value of $\cdots$, and $\xi \in \mathbb{C}$ is determined below. The $\mathfrak{T}$ is the time ordering operator. In calculating $\mathcal{A}_{x \rightarrow x^{\prime}}$ the spin sums (14) and (15) play a crucial role.

The two vacuum expectation values that appear in $\mathcal{A}_{x \rightarrow x^{\prime}}$ evaluate to the following expressions

$$
\begin{align*}
\langle | \mathfrak{b}\left(x^{\prime}\right) \overrightarrow{\mathfrak{b}}(x)\rangle & =\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}}\left(\frac{1}{2 p^{0}}\right) e^{-i p \cdot\left(x^{\prime}-x\right)} \sum_{i=1,2} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p}) \\
& =\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}}\left(\frac{1}{2 p^{0}}\right) e^{-i p \cdot\left(x^{\prime}-x\right)}\left(a_{\mu} p^{\mu}+m \mathbb{0}\right) \tag{39}
\end{align*}
$$

and

$$
\begin{align*}
\langle | \overrightarrow{\mathfrak{b}}(x) \mathfrak{b}\left(x^{\prime}\right)\rangle & =\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}}\left(\frac{1}{2 p^{0}}\right) e^{-i p \cdot\left(x-x^{\prime}\right)} \sum_{i=3,4} \lambda_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p}) \\
& =\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}}\left(\frac{1}{2 p^{0}}\right) e^{-i p \cdot\left(x-x^{\prime}\right)}\left[-\left(a_{\mu} p^{\mu}-m \mathbb{0}\right)\right] \tag{40}
\end{align*}
$$

The above structures are exactly the same as for the Dirac case with two crucial differences, (a) in equation (38) there is a plus, rather than a minus sign, between the two vacuum expectation values, and (b) in equation (40) there is a minus sign - as compared with its Dirac counterpart - in the spin sum written between the square brackets.

For the step functions in equation (38) we can use the Fourier representation

$$
\begin{equation*}
\theta(t)=\frac{-1}{2 \pi i} \int_{-\infty}^{\infty} \frac{\exp (-i s t)}{s+i \epsilon} \mathrm{~d} s \tag{41}
\end{equation*}
$$

with $\epsilon, s \in \mathbb{R}$, to arrive at (see, Weinberg's arguments in [2, Section 6.2])

$$
\begin{equation*}
\mathcal{A}_{x \rightarrow x^{\prime}}=i \xi \int \frac{\mathrm{~d}^{4} q}{(2 \pi)^{4}} e^{-i q_{\mu}\left(x^{\prime \mu}-x^{\mu}\right)} \frac{a_{\mu} q^{\mu}+m \rrbracket}{q_{\mu} q^{\mu}-m^{2}+i \epsilon} \tag{42}
\end{equation*}
$$

with $q^{0}$ no longer restricted to the on shell value $\sqrt{\boldsymbol{q}^{2}+m^{2}}$. We immediately see that

$$
\begin{equation*}
\left(i a_{\mu^{\prime}} \partial^{\mu^{\prime}}-m \rrbracket\right) \mathcal{A}_{x \rightarrow x^{\prime}}=i \xi \delta^{4}\left(x^{\prime}-x\right) \tag{43}
\end{equation*}
$$

The choice $\xi=i$ makes $\mathcal{A}_{x \rightarrow x^{\prime}}$ the Green's function for the differential operator $\left(i a_{\mu^{\prime}} \partial^{\mu^{\prime}}-m \rrbracket\right)$ with the boundary condition specified by the $i \epsilon$ in the denominator. We thus define the Feynman-Dyson fropagator for the theory to be

$$
\begin{equation*}
\Delta_{F D}\left(x, x^{\prime}\right)=i \mathcal{A}_{x \rightarrow x^{\prime}} \tag{44}
\end{equation*}
$$

As a consequence the field $\mathfrak{b}(x)$ is assigned a mass dimensionality of three half (see, [2, Section 12.1])

$$
\begin{equation*}
\mathcal{D}_{\mathfrak{b}}=\frac{3}{2} \tag{45}
\end{equation*}
$$

with the Lagrangian density

$$
\begin{equation*}
\mathfrak{L}(x)=\widehat{\mathfrak{b}}(x)\left(i a_{\mu} \partial^{\mu}-m \mathfrak{l}\right) \mathfrak{b}(x) \tag{46}
\end{equation*}
$$

### 6.3. Locality

The momentum conjugate to $\mathfrak{b}(x)$ is

$$
\begin{equation*}
\boldsymbol{\pi}(x)=\frac{\partial \mathfrak{L}(x)}{\partial \dot{\mathfrak{b}}(x)}=i \overrightarrow{\mathfrak{b}}(x) a_{0} \tag{47}
\end{equation*}
$$

Combined with (37) it gives

$$
\begin{equation*}
\left[\mathfrak{b}(\boldsymbol{x}, t), \boldsymbol{\pi}\left(\boldsymbol{x}^{\prime}, t\right)\right]=i \delta^{3}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) \mathbb{\square} \tag{48}
\end{equation*}
$$

A straight forward calculation adds to this, the following

$$
\begin{equation*}
\left[\mathfrak{b}(\boldsymbol{x}, t), \mathfrak{b}\left(\boldsymbol{x}^{\prime}, t\right)\right]=0, \quad\left[\boldsymbol{\pi}(\boldsymbol{x}, t), \pi\left(\boldsymbol{x}^{\prime}, t\right)\right]=0 \tag{49}
\end{equation*}
$$

establishing the field to be local.

### 6.4. Field Energy: bounded from below

To examine if the energy associated with the introduced $\mathfrak{b}(x)-\overrightarrow{\mathfrak{b}}(x)$ system has the usual zero point contribution and is bounded from below, we carry out a calculation similar to the one presented in [5, Section 7] and find the field energy to be

$$
\begin{equation*}
H=\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}} \frac{1}{2 m} E(\boldsymbol{p})\left[\sum_{i=1,2} a_{i}^{\dagger}(\boldsymbol{p}) a_{i}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p}) \lambda_{i}(\boldsymbol{p})+\sum_{i=3,4} b_{i}(\boldsymbol{p}) b_{i}^{\dagger}(\boldsymbol{p}) \vec{\lambda}_{i}(\boldsymbol{p}) \lambda_{i}(\boldsymbol{p})\right] \tag{50}
\end{equation*}
$$

Use of the orthonormality relations (13) reduce the above expression to

$$
\begin{equation*}
H=\int \frac{\mathrm{d}^{3} p}{(2 \pi)^{3}} E(\boldsymbol{p})\left[\sum_{i=1,2} a_{i}^{\dagger}(\boldsymbol{p}) a_{i}(\boldsymbol{p})+\sum_{i=3,4} b_{i}(\boldsymbol{p}) b_{i}^{\dagger}(\boldsymbol{p})\right] \tag{51}
\end{equation*}
$$

The next simplification occurs by exploiting

$$
\begin{equation*}
\left[b_{i}(\boldsymbol{p}), b_{i}\left(\boldsymbol{p}^{\prime}\right)\right]=(2 \pi)^{3} \delta^{3}\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) \tag{52}
\end{equation*}
$$

with the result that

$$
H=\underbrace{\delta^{3}(0) \int \mathrm{d}^{3} p 2 E(\boldsymbol{p})}_{H_{0}}+\sum_{i=1,2} \int \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} E(\boldsymbol{p}) a_{i}^{\dagger}(\boldsymbol{p}) a_{i}(\boldsymbol{p})+\sum_{i=3,4} \int \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} E(\boldsymbol{p}) b_{i}^{\dagger}(\boldsymbol{p}) b_{i}(\boldsymbol{p})
$$

To obtain a representation for $\delta^{3}(0)$ that appears in the above expression for the field energy, we note that since $\delta^{3}(\boldsymbol{p})$ may be expanded as

$$
\begin{equation*}
\delta^{3}(\boldsymbol{p})=\frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{3} x \exp (i \boldsymbol{p} \cdot \boldsymbol{x}) \tag{53}
\end{equation*}
$$

$\delta^{3}(0)$ may be replaced by $\left[1 /(2 \pi)^{3}\right] \int \mathrm{d}^{3} x$, giving the following contribution for the zero point energy

$$
\begin{equation*}
H_{0}=4 \times \frac{1}{(2 \pi)^{3}} \int \mathrm{~d}^{3} x \int \mathrm{~d}^{3} p \frac{1}{2} E(\boldsymbol{p}) \tag{54}
\end{equation*}
$$

Since in natural units $\hbar$ is set to unity, $\frac{1}{(2 \pi)^{3}} \mathrm{~d}^{3} x \mathrm{~d}^{3} p$ acquires the interpretation of a unit-size phase cell, with $\frac{1}{2} E(p)$ as its energy content. The factor of 4 in the expression for $H_{0}$ has the interpretation of four particle and antiparticle degrees carried by the $\mathfrak{b}(x)-\overrightarrow{\mathfrak{b}}(x)$ system. The remaining two terms in the expression for $H$ establish that for a given momentum $\boldsymbol{p}$ each of the four particle-antiparticle degrees of freedom contributes equally.

## 7. Concluding Remarks

It has always been somewhat of a miracle that Bosons and Fermions, "live such independent lives".

Max Dresden in [18, page 302]
No longer so! This apparent miracle has here been transformed into a magic: the $(1 / 2,0) \oplus(0,1 / 2)$ representation space that provides home to all the fermions of the standard model of high energy physics (SM), also provides a home at equal status to bosons. These can only be produced in pairs, a circumstance that could in the absence of the unexpected theoretical discovery presented here could easily go un-noticed or worst misinterpreted. Unlike a similarly surprising theoretical discovery of mass dimension one fermions, the new bosons are of mass dimension three half. They can, therefore, extend SM doublets and be invoked in new theories of supersymmetry. At currently available accelerators

- if the new bosons appear together with the SM fermions in the interaction Lagrangian, then all such interactions are suppressed by at least two powers of unification scale
- on the other hand, if the new bosons appear together with the new fermions of [10], then all such interactions are suppressed by at least one power of unification scale

In early universe, the new bosons and fermions slosh back and forth with equal ease. The physical significance of the new bosons in cosmic structure formation, and later in star and galaxy formation, cannot but hold unsuspected surprises.

The new bosons have the same number of degree of freedom, that is four, as those of SM fermions, or fermions of mass dimension one. Pairwise, the new bosons and fermions contribute zero to the cosmological constant.

Supersymmetry extended the algebra of spacetime and unified fermions and bosons. From our perspective, its beginnings lie in a paper of Volkov and Akulov written under the title [19], "Goldstone fields with spin $1 / 2$." Here, without extending the spacetime algebra we bring a unification of a different sort where fermions and bosons reside in the same representation space.
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## Appendix A. CPT for $\boldsymbol{\lambda}(\boldsymbol{p})$ spinors and Table A. 1

For a reader who may wish to study the CPT properties of $\mathfrak{b}(x)$, the properties of $\lambda(\boldsymbol{p})$ under various discrete symmetries may be helpful. Towards that task, introduce $\Theta$, the Wigner time reversal operator for spin one half

$$
\Theta=\left(\begin{array}{cc}
0 & -1  \tag{A.1}\\
1 & 0
\end{array}\right)
$$

and recall the definition of $\gamma$ from (26) The charge conjugation $\mathcal{C}$, parity $\mathcal{P}$, and time reversal $\mathcal{T}$, operators can then be written as

$$
\mathcal{C}=\left(\begin{array}{cc}
\mathbb{0} & i \Theta  \tag{A.2}\\
-i \Theta & \mathbb{O}
\end{array}\right) K, \quad \mathcal{P}=m^{-1} \gamma_{\mu} p^{\mu}, \quad \mathcal{T}=i \gamma \mathcal{C}
$$

where $K$ complex conjugates to the right. With these definitions we obtain

$$
\begin{array}{llll}
\mathcal{C} \lambda_{1}(\boldsymbol{p})=i \lambda_{4}(\boldsymbol{p}), & \mathcal{C} \lambda_{2}(\boldsymbol{p})=-i \lambda_{3}(\boldsymbol{p}), & \mathcal{C} \lambda_{3}(\boldsymbol{p})=-i \lambda_{2}(\boldsymbol{p}), & \mathcal{C} \lambda_{4}(\boldsymbol{p})=i \lambda_{1}(\boldsymbol{p}), \\
\mathcal{P} \lambda_{1}(\boldsymbol{p})=i \lambda_{3}(\boldsymbol{p}), & \mathcal{P} \lambda_{2}(\boldsymbol{p})=i \lambda_{4}(\boldsymbol{p}), & \mathcal{P} \lambda_{3}(\boldsymbol{p})=-i \lambda_{1}(\boldsymbol{p}), & \mathcal{P} \lambda_{4}(\boldsymbol{p})=-i \lambda_{2}(\boldsymbol{p}), \\
\mathcal{T} \lambda_{1}(\boldsymbol{p})=\lambda_{2}(\boldsymbol{p}), & \mathcal{T} \lambda_{2}(\boldsymbol{p})=-\lambda_{1}(\boldsymbol{p}), & \mathcal{T} \lambda_{3}(\boldsymbol{p})=-\lambda_{4}(\boldsymbol{p}), & \mathcal{T} \lambda_{4}(\boldsymbol{p})=\lambda_{3}(\boldsymbol{p}) \tag{A.5}
\end{array}
$$

with the consequence that $(\mathcal{C P} \mathcal{T})^{2}=0$, with $\mathcal{C}^{2}=\mathbb{0}, \mathcal{P}^{2}=\mathbb{0}, \mathcal{T}^{2}=-\mathbb{0}$. The charge conjugation and parity operators anticommute: $\{\mathcal{C}, \mathcal{P}\}=0$.

Table A.1: The plus sign indicates that $\Omega_{\ell}$ and $\Omega_{\ell^{\prime}}$ anti-commute, while the minus sign indicates that they commute. For example, $\left[\Omega_{7}, \Omega_{3}\right]=0$ while $\left\{\Omega_{16}, \Omega_{15}\right\}=0$. In the table below the plus and minus sign appear in equal numbers. Each row, and each colum has eight plus and eight minus signs.

|  | $\Omega_{1}$ | $\Omega_{2}$ | $\Omega_{3}$ | $\Omega_{4}$ | $\Omega_{5}$ | $\Omega_{6}$ | $\Omega_{7}$ | $\Omega_{8}$ | $\Omega_{9}$ | $\Omega_{10}$ | $\Omega_{11}$ | $\Omega_{12}$ | $\Omega_{13}$ | $\Omega_{14}$ | $\Omega_{15}$ | $\Omega_{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Omega_{1}$ | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - |
| $\Omega_{2}$ | - | - | + | + | + | - | + | + | + | - | - | + | - | - | - | + |
| $\Omega_{3}$ | - | + | - | + | + | + | - | + | - | + | - | - | + | - | - | + |
| $\Omega_{4}$ | - | + | + | - | + | + | + | - | - | - | + | - | - | + | - | + |
| $\Omega_{5}$ | - | + | + | + | - | - | - | - | + | + | + | - | - | - | + | + |
| $\Omega_{6}$ | - | - | + | + | - | - | + | + | - | + | + | - | + | + | - | - |
| $\Omega_{7}$ | - | + | - | + | - | + | - | + | + | - | + | + | - | + | - | - |
| $\Omega_{8}$ | - | + | + | - | - | + | + | - | + | + | - | + | + | - | - | - |
| $\Omega_{9}$ | - | + | - | - | + | - | + | + | - | + | + | + | - | - | + | - |
| $\Omega_{10}$ | - | - | + | - | + | + | - | + | + | - | + | - | + | - | + | - |
| $\Omega_{11}$ | - | - | - | + | + | + | + | - | + | + | - | - | - | + | + | - |
| $\Omega_{12}$ | - | + | - | - | - | - | + | + | + | - | - | - | + | + | + | + |
| $\Omega_{13}$ | - | - | + | - | - | + | - | + | - | + | - | + | - | + | + | + |
| $\Omega_{14}$ | - | - | - | + | - | + | + | - | - | - | + | + | + | - | + | + |
| $\Omega_{15}$ | - | - | - | - | + | - | - | - | + | + | + | + | + | + | - | + |
| $\Omega_{16}$ | - | + | + | + | + | - | - | - | - | - | - | + | + | + | + | - |


[^0]:    * Corresponding author

    Email address: dharam.v.ahluwalia@gmail.com (Dharam Vir Ahluwalia)

[^1]:    ${ }^{1}$ Our notation is standard, the spacetime metric has the signature $\{+,-,-,-\}$, and the basis Weyl [13].
    ${ }^{2}$ Our departure from Weinberg shall be apparent as we proceed - it lies in a new dual and the associated adjoint.

[^2]:    ${ }^{3}$ See [10, Section 5.3] on how one obtains the $m^{-1} \gamma_{\mu} p^{\mu}$ as the parity operator in the $(1 / 2,0) \oplus(0,1 / 2)$ representation space without reference to Dirac equation.
    ${ }^{4}$ The below enumerated properties also remain true after the application of the $(1 / 2,0) \oplus(0,1 / 2)$ boost.
    ${ }^{5}$ We are working in the Weyl basis. So, the resemblance of the $\lambda_{i}(0)$ with the Dirac representation rest spinors is accidental.

[^3]:    ${ }^{6}$ Remarks on this step shall be provided in due course. They run parallel to those that introduce the Dirac expansion coefficients (6).
    ${ }^{7}$ I wish to thank Sebastian Horvath, Daniel Grumiller, Cheng-Yang Lee, Dimitri Schritt for various contributions to this development.

