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Abstract. We prove several results establishing existence and regularity of

stable manifolds for different classes of special solutions for evolution equations
(these equations may be ill-posed): a single specific solution, an invariant

torus filled with quasiperiodic orbits or more general manifolds of solutions.

In the later cases, which include several orbits, we also establish the invariant
manifolds of an orbit depend smoothly on the orbit (analytically in the case

of quasi-periodic orbits and finitely differentiably in the case of more general

families).
We first establish a general abstract theorem which, under suitable (spec-

tral, non-degeneracy, analyticity) assumptions on the linearized equation, es-

tablishes the existence of the desired manifold. Then we present concrete ap-
plications of the abstract results to the ill-posed Boussinesq equation for long

wave approximation of water waves and complex Ginzburg-Landau equation.
Since the equations we consider may be ill-posed, part of the requirements

for the stable manifold is that one can define the (forward) dynamics on them.

Note also that the methods that are based in the existence of dynamics (such
as graph transform) do not apply to ill-posed equation. We use the methods

based on integral equations (Perron method) associated with the partial dy-

namics, but we need to take advantage of smoothing properties of the partial
dynamics. Note that, even if the families of solutions we started with are finite

dimensional, the stable manifolds may be infinite dimensional.
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1. Introduction and Organization of the Paper

The goal of this paper is to construct stable manifolds around some special
solutions of some partial differential equations (which may be ill-posed).

The main motivation for us was the paper [dlLS18], which constructed quasi-
periodic solutions in some ill-posed equations. We will take a very similar set up in
which the PDEs are not necessarily well posed but we can construct some special
solutions and even smooth families of such solutions. Note that even if [dlLS18]
constructed only finite dimensional manifolds of solutions, this paper constructs
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infinite dimensional manifolds of solutions. Of course, we expect that our abstract
results have other applications such as neutral delay or state dependent delay equa-
tions. The main difficulty in our study is that the equations may not be well-posed,
so that some methods in finite-dimensional systems such as graph transform do not
work. The study of invariant manifolds requires to impose not only invariance but
that the evolution can be defined.

We will prove several variants of the results with very similar proofs. The main
difference arise when we consider families of solutions, in which case, we also es-
tablish regularity with respect to the parameters in the family. The regularity with
respect to parameters in the manifold is rather subtle. In the case of tori filled
densely with quasi-periodic solutions, we will conclude that the dependence on the
base points is analytic. For more general center manifolds, we will only obtain
finite regularity of the manifolds on the base points (this is optimal even in finite
dimensions as it is well known).

To motivate the results, we recall that a quasi-periodic solution is geometrically
a embedding of the torus in which the motion is equivalent to a rigid rotation. The
quasi-periodic solution is dense on the torus. We can consider the stable manifold of
an initial condition u0, which is the set of points whose trajectories are asymptotic
to the trajectory starting in u0. (Notice that these manifolds are not invariant.
Evolving the stable manifold to u0 by a fixed time, we obtain the stable manifold
to the evolution of u0). We can also consider the stable manifold of the invariant
torus, which is the set of initial conditions whose trajectory is asymptotic to the
torus. This stable manifold for an invariant set will indeed be invariant.

Notice that, even in the case of finite dimensional systems the stable manifolds for
a point and for a set are very different objects and indeed have different dimensions.
As it turns out, the stable manifold of the torus will be the union of all the stable
manifolds for all the initial conditions in the torus (this is very similar to the
situation in normally hyperbolic manifolds [Fen72, Pes04]) and moreover the stable
manifold to an orbit parameterized by a point in a torus will depend analytically
on the points in the torus.

We will also consider asymptotic manifolds to invariant sets that are more com-
plicated than quasi-periodic tori and then the results of regularity will be different.

We will present three results: a) stable invariant manifolds for invariant tori
which are the closure of a quasi-periodic trajectory. b) stable invariant manifolds
to a bounded trajectory. c) stable manifolds to a general invariant set (contained
in a center manifold). We will show that in the case a) the manifolds to the
whole orbit are analytic (in the direction of the stable spaces and in the directions
describing the torus). We will also show that the stable manifolds in b) are indeed
analytic and that their dimension is equal to that of the stable space (it could well
be infinite-dimensional). Finally, in case c) we will show that the stable manifold
is analytic in the stable directions for bounded solution (but that it can be only
finitely differentiable in the center directions). Even if results are different, the
proofs will be very similar.

The main difference among the results a), b) and c) mentioned above is that in
b) we prove results for one orbit, but in a) and c) we consider families of orbits that
are invariant under the evolution and we study the regularity with respect to the
points in the family. In a), the dynamics restricted to the family is a rotation (and
we obtain analytic dependence with respect to the variable in the manifold. In the
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case c) we assume more general dynamics on the invariant set and obtain only Cr

dependence. In the case c) we can not obtain (it is false even in finite dimensions)
that there is analytic dependence on the base points. We also note that our results
in part c) do not assume that the center manifold is finite dimensional. Even if in
the examples we present, the center manifolds are finite dimensional, the general
theory works even for infinite dimensional center manifolds.

Notice that the invariant manifolds constructed here are very different from the
center manifolds results. The manifolds we construct are very hyperbolic and we
will obtain analyticity in many directions and the manifolds we construct will be
infinite dimensional.

Two examples that serve as motivation for the abstract results in this paper (for
previous results, see [dlL09, dlLS18]) are the Boussinesq equation:

(1.1) utt = µuxxxx + uxx + (u2)xx, x ∈ T, t ∈ R,

and complex Ginzburg-Landau equation

(1.2) ut = νu+ (b1 + ib2)4u+ |u|2ux, x ∈ Td, t ∈ R,

where µ, ν, b1, b2 ∈ R and 4 is the Laplace operator. See [CS13, CY08, CG11,
LG00, GLD00] for previous results on the complex Ginzburg-Landau equation.

The equation (1.1) appears in the theory of water waves as a long wave/small
amplitude of the water wave equation. In the application to water wave the phys-
ically relevant sign for µ is µ > 0. See [Bou72]. This equation also appears as
long wave, low amplitude approximation of other phenomena. In such a case,
the sign of µ could be negative. In this paper we will just concentrate in the
µ > 0 case which makes the equation ill-posed but susceptible to our methods. The
paper [dlLS18] produced analytic quasi-periodic solutions and the paper [dlL09]
constructed Cr−1+Lip center manifolds for any r.

The equation (1.2) is a modification of Schrödinger equation adding to it non-
linear and (damping/growth) terms. Because the coefficients of (1.2) are complex,
the equation contains a term which is a heat equation when b1 > 0 and a backwards
heat equation when b1 < 0. The limit b1 close to zero is a very interesting singular
limit [New91].

Note that the linear operators in the two models above just have the discrete
spectrum, we remark that this is not essential. We allow both the linear operators
have continuous spectrum, for example, the complex Ginzburg-Landau equation
(1.2) can be replaced by the model in [LY18]:{

θt = B(θ),
ut = νu+ (b1 + ib2)

(
4+N(N + 1)sech2x

)
u−R′(|u|2)u, x ∈ Td,

where N ∈ Z+, ν < 0, b1 > 0 and R(x) = x2 + h.o.t is a real analytic function over
[0, ∞). The linear operator4+N(N+1)sech2x is self-adjoint on the domain H2(R)
and possesses both the continuous spectrum and the finite number of negative
eigenvalues. Please refer [LY18] for details. We can also verify that the system
above also satisfies the non-degeneracy condition of our main results Theorems 3.1-
3.3.

Another set of ill-posed equations where recently there is a systematic study of
some special solutions is state dependent delay equations [HdlL16]. The set up
of this paper does not apply to state dependent delay equations directly since the
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non-linearity in state dependent delay equations is the composition operator, which
is very discontinuous (even if bounded).

Other cases where ill-posed equations have appeared are elliptic equations in
cylinder domains, [Mie91, Mie92, PV17], several boundary value problems in free
boundaries [DR88] and more recently mean field games [Amb16, Amb18]. Neutral
delay differential equations, which do not define evolutions and have a long history,
may have center manifolds which are a tool in the study of lattice systems. (In
this case, that simpler proofs than those in this paper apply since the nonlinear
terms are bounded [JS05, JS08, CS09].) Of course, our results apply a fortiori to
equations which indeed define an evolution but these already have a very large
literature [Tem97, SY02].

This paper is organized as follows: In Section 2, we give a quick overview of the
problem we consider and give the precise formulation of our results. The Section
3 is the main part of this paper. In this section we construct the three types of
stable manifolds mentioned above and formulate the main results of this paper.
In Section 4, we formulate and prove the results for the Boussinesq equation and
complex Ginzburg-Landau equation.

2. Overview of the Method and Previous Results

In this section, we present a somewhat informal overview of the assumptions and
the method. A more precise presentation will be done in Section 3. The present
informal presentation may highlight the aspects that need to be made precise.

We consider partial differential equation (PDE)

(2.1)
d

dt
u = X ◦ u,

where X is a differential and possibly non-linear operator which is defined in a
domain inside a Banach space. We will not assume that it is well-posed.

We will assume that X has the form:

(2.2) X = A+N ,

where A is linear, possible unbounded operator and N is a nonlinear and possibly
unbounded operator. Moreover, N will be of lower order with respect to A.

We will not assume the equation

(2.3) ut = Au

defines a dynamical evolution for all initial conditions and only assume that it
generates forward and backward evolutions in the center-stable and the center-
unstable spaces respectively. We will also assume that the evolutions thus defined
have some smoothing properties (if we take initial conditions with some smoothness,
the solutions are smoother. See later for a precise formulation).

In the center space (the intersection of the center-stable and the center-unstable,
the evolution is defined forwards in time and backwards in time), but in general, it
may be impossible to define both the forwards and backwards evolutions outside of
the center manifold. Since the equation (2.3) is a constant equation, the existence
of these partial evolutions can be studied using techniques from semigroup theory
[Paz83]. We note that our results apply when the stable/unstable spaces are trivial
(i.e. zero dimensional).
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Even if the equation (2.2) does not admit solutions for all initial conditions,
it could well admit some solutions, which may be of interest and indeed there
are many cases of ill-posed equations where such solutions have been constructed,
[dlLS18, dlL09]. The goal of this paper is to take these particular solutions and
construct more solutions which are asymptotic to them.

Given a solution u(t) of (2.2) we consider the formal linearized equation around
it. That is, we consider the formal equation

(2.4)
d

dt
ξ(t) = [A+DN (u(t))]ξ(t).

The equation (2.4) may not admit solutions for all initial conditions (as with (2.1)),
nevertheless we will show that under suitable assumptions it inherits the existence
of partial dynamics from (2.3). That is there is a space (the stable space) on which
we can define the evolution of (2.4) forward, another space (unstable space) in
which we can define a backwards evolution. Since (2.4) is non-autonomous, we
cannot use methods from semigroup theory, but under the assumptions that N is
of lower order than A we will be able to construct the spaces where the partial
evolutions can be defined. Since (2.4) is not autonomous, the spaces on which the
partial dynamics are defined could depend on t.

The main goal of this paper is to show that, under appropriate hypotheses on
the nonlinearity, there are nonlinear analogues of the above linear spaces invariant
under the linearized evolution for the full equation (2.1) of (2.2). That is, given a
solution, we can find smooth manifolds of initial conditions whose forward orbits
can be defined and approach u(t) (these are the stable manifolds). By reversing
the direction of time, we can also get the unstable manifolds.

In the case that we are given a family of orbits uθ(t), we also want to discuss
the dependence of these stable/unstable manifolds on the orbits.

Of course, the above results are analogues of well known results in finite dimen-
sional systems. They are also known for infinite dimensional equations that define
an evolution [CLY00].

In this paper, however, we will not assume that the equations define an evolution.
Hence, one of the requirements that we have to impose to the initial conditions in
the manifold is that they define an semi-orbit. Note that some of the standard
methods in invariant manifold theory (e.g. the graph transform method) rely on
the existence of an evolution and, hence, cannot be applied in the present set up.

To formulate a rigorous set up for all the above results, we have found very useful
the two spaces approach of [Hen81].

We will assume that there are two Banach spaces X ⊂ Y , roughly, X consists of
smooth functions and Y of less smooth functions. The properties of the differential
equation will be expressed in terms of properties of the operators with respect to
the spaces.

We will assume the operator N is analytic (or Cr) from X to Y . The operator A
may, in general, be unbounded from X to Y (it is higher order than N ) but we will
assume that it has hyperbolic properties (in the sense of dynamical systems). That
is we will assume that we can define forwards and backwards evolution in comple-
mentary spaces. We will also assume that these partial evolutions are smoothing
(following [Hen81], this is formulated as saying that these partial evolutions map
Y to X with quantitative bounds).
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More precisely, we will assume that there is a decomposition

(2.5) X = Xs ⊕Xc ⊕Xu

(also Y = Y s ⊕ Y c ⊕ Y u, with Xσ ⊂ Y σ, σ = s, c, u), which is invariant under A.
That is, if x ∈ Dom(A)∩Xσ, then Ax ∈ Xσ. For the results on the manifolds (the
results alluded as c) above), we will assume that the space Xc admits a smooth
bump function (i.e. a smooth real valued function identically 1 in a ball and vanish-
ing in a larger ball. This is a non-trivial assumption in infinite dimensional Banach
spaces [BF66, DGZ93]. It is true in Hilbert spaces or in spaces where the norm is
smooth outside of the origin). We note that we do not need to assume that the
spaces Xs, Xu, X admit smooth bump functions.

We will introduce the notation Aσ = A|Xσ and assume that the operator As
defines a forward evolution in Xs, Au defines a backwards evolution and Ac defines
an evolution for all times.

That is, we assume that there are semigroups {Us(t)}t≥0, {Uu(t)}t≤0 and a
group {U c(t)}t∈R. These semigroups satisfy:

(2.6)
d

dt
Uσ(t) = AUσ(t), Uσ(0) = Id.

We will assume that N is analytic (or Cr) as an operator from X to Y . Fur-
thermore, we assume that the semigroups Us,c,u defined above are smoothing in
the sense that

(2.7)

‖Us(t)‖Y s,Xs ≤ Che−β1tt−α1 , t > 0,

‖Uu(t)‖Y u,Xu ≤ Che−β2|t||t|−α2 , t < 0,

‖U c(t)‖Y c,Xc ≤ Cheβ
+
3 t, t ≥ 0,

‖U c(t)‖Y c,Xc ≤ Cheβ
−
3 |t|, t ≤ 0

with β1 > β−3 , β2 > β+
3 and α1, α2 ∈ [0, 1). For positive t, the fact that Us maps

Y – a space consisting of rough functions into the space X – consisting of smooth
functions – can be described by saying that Us is smoothing. Similarly for t < 0
and Uu.

Note that the bounds (2.7) blow up as t → 0 for Us and Uu. This is natural
since at t = 0 the operators Us and Uu are just the identity, which is an unbounded
operator from Y to X.

As remarked in [Hen81], when the spaces X,Y are spaces consisting of functions
with a different number of derivatives. If we denote the difference in the number of
derivatives in X and Y by p, the assumptions α1, α2 ∈ [0, 1), in (2.7), imply that
the order of A is bigger than p. If we recall that the operator N was assumed to
map the space X to the space Y we see that the operator N has order smaller than
the order of A. The borderline cases αi = 1, i = 1, 2, appear in some applications
[DR87], but we will not say anything about them in this paper.

We note that the assumption (2.7) is an strengthening of the usual trichotomy
assumptions [SY02]. Assumption (2.7) is a trichotomy with smoothing. One of
the results of [dlLS18] is that this structure of trichotomy with smoothing persists
when we modify the N term.
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In this paper we will also use the standard trichotomy assumption which was
not considered in [dlLS18]

(2.8)

‖Us(t)‖Xs,Xs ≤ Che−β1t, t > 0,

‖Uu(t)‖Xu,Xu ≤ Che−β2|t|, t < 0,

‖U c(t)‖Xc,Xc ≤ Cheβ
+
3 t, t ≥ 0,

‖U c(t)‖Xc,Xc ≤ Cheβ
−
3 |t|, t ≤ 0.

We note that one of the main difficulty of the arguments in our case is that
we cannot assume that the evolution is defined for general initial conditions. At
all steps we have to use functional equations expressing the invariance and manip-
ulating them so that one can reduce them to fixed point problems. One of the
consequences we have to establish is the existence of the evolution.

The arguments follow the same type of strategy in all the cases:
(1) We prove that given a bounded orbit, we can find splittings of the tangent

space along the orbits in which the linearized equations admit forwards and
backwards evolution. (Note that this step is not needed in ODE’s).

(2) We show that the evolutions defined in these changed solution spaces satisfy
the hyperbolicity and smoothing bounds (2.7), (2.8).

(3) We construct an invariant manifold for the full evolution as the graph of a
function from one space in the splitting to the complementary space.

(4) In the case that we consider families of orbits (for example in the case of
the stable manifolds around an invariant torus or around a center manifold)
we also establish regularity with respect to the base point.

For the sake of simplicity, we will state only the results obtained for the stable and
center-unstable splittings and the stable manifolds. Changing t to −t (equivalently,
A to −A and N to −N ), we obtain results for the unstable and center-stable
splittings and the unstable manifolds. Of course, the center manifolds are the
intersections of the center-unstable and the center-stable. This construction is, of
course, very standard in the study of normally hyperbolic manifolds and we leave
the details to the reader.

2.1. Previous results. The equations (2.1) subject to (2.6) and (2.7) have been
studied before and shown to contain bounded solutions under some extra assump-
tions.

For us, some papers that served as motivation (by no means the only results in
the literature) are:

(1) In [dlL09] it was shown that (2.1) admits a Cr−1+Lip locally invariant
center manifold. In many cases, this center manifold will contain periodic,
quasi-periodic solutions, horseshoes, attractors, etc.

(2) In [dlLS18] it was shown that if N is analytic, Xc is finite dimensional and
(2.1) preserves a symplectic structure (in a very weak sense) and is exact
(in a suitable weak form), then there are analytic invariant tori.

(3) In [CS13, CY08, CG11] the authors constructed the finite dimensional
quasi-periodic solutions of (1.2) by constructing a KAM theorem under
suitable assumptions.

(4) In [LG00, GLD00] the authors constructed the the existence and uniqueness
of global solutions of (1.2).
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(5) The analytic quasi-periodic solutions of a state-dependent delay differential
equation with quasi-periodic forcing was constructed in [HdlL16]. It was
shown that the system admits analytic quasi-periodic solutions under some
hypotheses.

(6) The paper [CGL18] which presented computer assisted proofs of period
orbits of Boussinesq equation.

(7) In the papers [Amb16] and [Amb18], the author constructed strong solu-
tions for time-dependent mean field games.

In this paper we will construct the infinite dimensional stable manifolds attached
to the solutions in (1)-(4) and we hope to come back to (5). Note that, even if the
above mentioned previous papers serve as motivation for our results, we will not
use any of the above results.

2.2. Results in this paper. The goal of this paper is to show that these bounded
solutions (or sets of bounded solutions) possess stable invariant manifolds. These
stable manifolds are sets of initial conditions on which one can define the forward
evolution and the forward orbit thus defined converges to the orbit of the bounded
solutions. Note that in our set up, the existence of initial conditions for which
the forward evolution can be defined is, a priori, non-trivial. These manifolds for
a particular orbit will be modelled on Xs and will depend very smoothly on the
stable coordinate. They will be Cr−2+Lip when N is Cr from X to Y and analytic
when N is analytic from X to Y . See Section 3.2.

When we consider families of several bounded orbits (for example in a center
manifold), we will also consider the stable manifolds to the set. It will turn out
that (using the hyperbolicity assumptions), this can be considered as the union
of the stable manifolds to all orbits in the set. The regularity of these stable
manifolds to sets involves the regularity of the manifolds of each orbit (which was
studied before) as well as the dependence of the manifolds on the points. Even in
finite dimensional cases is known to be less smooth than the differential equation
and the dependence of stable manifold on the point in general only finitely many
times differentiable. This is indeed the case when we consider regularity of invariant
sets in the center manifold (see Section 3.3). When we consider the quasi-periodic
solutions produced in [dlLS18], we will obtain that the manifolds are analytic (see
Section 3.1).

3. Three Different Stable manifold results

We construct the three results on invariant manifold, stable manifolds around
the whiskered tori and then we generalize to any forward bounded solution, at
last we construct the stable manifold around the center manifold constructed in
[dlL09]. In each part we formulate the existence of invariant manifold into a fixed
point problem and formulate the hypotheses we need, then present the main result
and give the proof of the main result. For the case of stable manifold around the
center manifold we need to assume that the subspace Xc admits bump functions.
The main reason is the set we consider in the center manifold may be not bounded,
we need the cut-off function to make the functions considered be globally bounded.

3.1. Stable manifold around a whiskered torus. In this section, we construct
analytic stable manifolds for quasi-periodic solutions of (2.1). That is, we want to
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show that there are many solutions that converge in the future to the quasi-periodic
solutions and that they organize into analytic manifolds.

This work is motivated by the paper [dlLS18] which constructed solutions of
(3.3) for (2.1) under some extra assumptions, such as that (2.1) has a Hamilton-
ian structure. These assumptions are satisfied by several interesting equations in
the literature. In the present paper, we will not use Hamiltonian structure, so we
will just refer to [dlLS18] for the existence of quasi-periodic solutions. Of course,
it is quite possible that one can construct solutions of (3.3) by methods different
from those of [dlLS18]. Notably, the paper [PV17] uses a very different method to
produce finitely differentiable quasi-periodic solutions (the first step of [PV17] is re-
ducing to a finitely differentiable center manifold and then, verifying the hypothesis
of a finite-dimensional KAM theorem with finite differentiability).

3.1.1. Description of the result. We recall that an analytic quasi-periodic solution
of (2.1) is a function of the form

(3.1) u(t) = K(θ + ωt),

where K : Tdρ → X is an analytic map and ω ∈ Rd and Tdρ is the standard complex
strip around Td. More concretely, for ρ > 0 we define Tdρ as

(3.2) Tdρ = {θ ∈ Td : |Im(θi)| < ρ, i = 1, · · · , d}.

Note that, for any t ∈ R, the map Φt : θ → θ + ωt is a diffeomorphism from Tdρ to
itself. In particular, we can use either θ or θ + ωt as a dummy variable for points
in Tdρ. For example, supθ∈Tdρ f(θ) = supθ∈Tdρ f(θ + ωt). See, in particular (3.9), the
definitions of bundle (3.20) and (3.36).

Note that u satisfying (3.1) is a solution of (2.1) if and only if K satisfies

(3.3) DK·ω = X ◦K.
The solutions in the stable manifold will be solutions of the form

(3.4) u(t) = K(θ + ωt) + ξ(t); ξ(t)→ 0

with ξ(t) going to zero fast. Substituting (3.3) and (3.4) into (2.1) one obtains that
we can rewrite (2.1) as:

(3.5)
d

dt
ξ(t) = A(Φt(θ))ξ(t) +M(Φt(θ), ξ(t)),

where
Φt(θ) = θ + ωt

is the solution of the differential equation d
dtΦt(θ) = ω with Φ0(θ) = θ and

(3.6) A(Φt(θ)) = A+DN ◦K(Φt(θ)),

and

(3.7) M(θ, ξ) = N (K(θ) + ξ))−N (K(θ))−DN (K(θ))ξ.

Due to the assumptions on N and K, we know that M maps Tdρ × X to Y .
Moreover,

(3.8) M(Φt(θ), 0) = 0, D2M(Φt(θ), 0) = 0.

The equation (3.5) is considered as the evolution equation for ξ provided that the
curve K(Φt(θ)) is given and fixed. Actually, (3.5) is the formal variational equation
of (2.1). Note that (3.5) is non-linear and non-autonomous.
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Note that we allow that (2.1) is ill-posed so we will need to carefully choose the
initial conditions such that the evolution (3.5) can be defined. Furthermore, we
will show that the initial conditions that we construct lie on an analytic manifold
modeled on Tdρ ×Xs. See Theorem 3.1 for a precise formulation.

Furthermore, it was shown in [dlLS18] that the splittings, (3.9), inherit the
properties (2.7) of the spectral splittings of A including the geometric properties
of splitting and the analytic properties of smoothing. The paper [dlLS18] showed
that this splitting depends analytically on the base point. In Appendix A we will
present a slightly different proof of a related result (persistence of the splitting for
a simple orbit).

3.1.2. The precise set up. The set up for quasi-periodic solutions in this paper is
motivated by the results of [dlLS18] but with some changes. Notably, in this paper
we do not need any assumption on the symplectic character of the equations. On
the other hand we need more precise notions of stability.

The first ingredient of the set-up is a formulation of the evolution equation and of
the hyperbolicity/smoothing properties of the linearized equation. We have found
that it is useful to use the two-space formalism of [Hen81].

(H1): There are two Banach spaces

X ↪→ Y

with continuous embedding. The space X (resp. Y ) is endowed with the norm
‖· ‖X (resp. ‖· ‖Y ). Furthermore, X is dense in Y . When discussing analytic
regularity (Theorem 3.1, 3.2 ) we will assume that the space X,Y are complex
Banach spaces. In Theorem 3.3 we will consider finitely differentiable functions.
The results will often include that the solutions lie in the closed (real) subspace of
X consisting of functions that produce real values when given real arguments. See
remark 3.7.

For typographical reason, given a operator A from X1 to X2, sometimes we will
write ‖A‖X1,X2 rather than ‖A‖L (X1,X2).

(H2): The function N in (2.2) is analytic from X to Y . Moreover,

N (0) = 0, DN (0) = 0.

As a consequence, when we consider the linearized evolution (3.5) with M(θ, ξ),
the remainder of the Taylor expansion of N around K(θ), we have that M is
analytic from Tdρ×X to Y . We will also assume that the functions considered here
are real valued for real arguments.

M(θ, 0) = 0, D2M(θ, 0) = 0, ∀θ ∈ Tdρ.

Denote B(0, δ,X) as the the ball of radius δ(< 1), centered at 0 in X.
We will assume that

‖M‖C2(Tdρ×B(0,δ,X),Y ),

(which we just write as ‖M‖C2) is sufficiently small. The precise conditions will be
expressed in the proof.

We note that this assumption can be obtained without any loss of generality
simply by making a change of scales. Since we have:

sup
θ∈Tdρ

sup
ξ∈B(0,δ,X)

‖DξM(θ, ξ)‖X,Y
‖ξ‖B(0,δ,X)

≤ c‖M‖C2(Tdρ×B(0,δ,X),Y )
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and

sup
θ∈Tdρ

sup
ξ∈B(0,δ,X)

‖M(θ, ξ)‖Y
‖ξ‖2B(0,δ,X)

≤ c‖M‖C2(Tdρ×B(0,δ,X),Y ),

we are also assuming, automatically, that the left hand sides of the above equations
are small.

Remark 3.1. In the results on analyticity, we will consider complex Banach spaces,
which will lead quickly to results. On the other hand, in some of the problems that
serve as motivation, the equations of interest are real valued.

It follows from our constructions that if A and N are such that they map real
functions into real functions (as it happens in the Boussinesq equation) the solu-
tions we construct will consist of functions that give real values when given real
arguments. This follows from the fact that the space of such real functions is closed
under C0 limits and all the iterative steps in the proof of the fixed point equation
giving the manifold preserve this property.

For the complex Ginzburg-Landau equation this is not the case and the solutions
lying on the invariant manifolds may be complex.

Definition 3.1. We say that an embedding K : Tdρ → X is spectrally nondegenerate
if for every θ in Tdρ, we can find a splitting

(3.9) X = Xs
θ ⊕Xc

θ ⊕Xu
θ

with associated bounded projection Πs,c,u
θ ∈ L (X,X) depending analytically on

θ ∈ Tdρ and extending continuously to the closure Tdρ and Xs,c,u
θ have the following

properties.
(SD1) We can find families of operators

Usθ (t) : Y sθ → Xs
Φt(θ)

, t > 0,

Uuθ (t) : Y uθ → Xu
Φt(θ)

, t < 0,

U cθ (t) : Y cθ → Xc
Φt(θ)

, t ∈ R,

such that:
(SD1.1) The operators Us,c,uθ (t) are cocycles over the rotation of angle ω satis-

fying

(3.10) Us,c,uΦt(θ)
(τ)Us,c,uθ (t) = Us,c,uθ (τ + t).

(SD1.2) The operators Us,c,uθ (t) are smoothing in the time direction where they
can be defined and they satisfy assumptions in the quantitative rates. There exist
constants β1, β2, β

+
3 , β

−
3 > 0 with

β1 > β−3 , β2 > β+
3

and Ch > 1, independent of θ, such that the evolution operators satisfy the following
rate conditions:

(3.11) ‖Usθ (t)‖ρ,Y sθ ,Xsθ ≤ Che
−β1tt−α1 , t > 0,

(3.12) ‖Uuθ (t)‖ρ,Y uθ ,Xuθ ≤ Che
−β2|t||t|−α2 , t < 0,

and

(3.13)
‖U cθ (t)‖ρ,Y cθ ,Xcθ ≤ Che

β+
3 t, t ≥ 0,

‖U cθ (t)‖ρ,Y cθ ,Xcθ ≤ Che
β−3 |t|, t ≤ 0.
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(3.14)
‖Usθ (t)‖ρ,Xsθ ,Xsθ ≤ Che

−β1t, t > 0,

‖Uuθ (t)‖ρ,Xuθ ,Xuθ ≤ Che
−β2|t|, t < 0.

(SD1.3) The operators Us,c,uθ (t) are solutions of the variational equations in the
sense that

(3.15)

Usθ (t) = Id+
∫ t

0

As(Φτ (θ))Usθ (τ)dτ, t > 0,

Uuθ (t) = Id+
∫ t

0

Au(Φτ (θ))Usθ (τ)dτ, t < 0,

Usθ (t) = Id+
∫ t

0

Ac(Φτ (θ))Usθ (τ)dτ, t ∈ R.

If spaces X and Y consist of function with enough derivatives, then As(θ) can
operate on them and produce continuous function, in the sense, (i.e. (3.15) is equiv-
alent to the following differential equation)

(3.16)

d

dt
Usθ (t) = As(Φt(θ))Usθ (t), t > 0,

d

dt
Uuθ (t) = Au(Φt(θ))Uuθ (t), t < 0,

d

dt
U cθ (t) = Ac(Φt(θ))U cθ (t), t ∈ R.

Remark 3.2. The splitting X = Xs
θ ⊕ Xc

θ ⊕ Xu
θ in (3.9) is in more precise geo-

metrical terms a splitting of the tangent space of the phase space at K(θ). Since we
are in a Banach space, all tangent spaces at a point are just the Banach space. We
use Xσ

θ , σ = s, c, u and ignore the issue of what is the base point.

Remark 3.3. The hypothesis (3.14) was not considered in [dlLS18] since it was
not needed for the results in that paper. It is, however, a natural hypothesis and we
will show it holds in the setups both of [dlLS18] and of this paper.

Remark 3.4. In [dlLS18] it was shown that for equations of the form (2.2) the
spectral non-degeneracy (except for (3.14)) follows from spectral properties of the
operator A (when N is of lower order).

For selfadjoint operators A (this requires that X is a Hilbert space), the spectral
non-degeneracy follows from

(3.17) Spec(A ) ⊂ (−∞,−β1] ∪ [−β−3 , β
+
3 ] ∪ [β2,∞), β1, β2, β

±
3 > 0.

Note that verification of the spectral nondegeneracy by (3.17) does not require as-
sumptions on the nature of the spectrum. Provided that the spectrum satifies the
inclusions in (3.17), it could be discrete or continuous spectrum.

For non-selfadjoint operators in general Banach spaces, there are characteriza-
tion of spectral sets that lead to the existence of evolution operators (they also require
some mild decay properties of the resolvent). See [RS75, Theorem X.47a]. Again,
in the case that the spectrum is only eigenvalues of finite multiplicity (as it happens
in the applications to CGL equation), the conditions of spectral degeneracy can be
verified by elementary methods.
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Remark 3.5. When we construct the stable manifold we need the condition β1 >
β−3 to control the growth of the evolution in the center space, if we construct unstable
manifold, we need the condition β2 > β+

3 to control the growth of the evolution in
the center space. However, when we construct the center manifold we need both
conditions, β1 > β−3 , β2 > β+

3 , as it is very standard in invariant manifold theory
[Fen74, Fen74, Fen77]. See [dlL09] for the extension of these arguments to ill-posed
equations.

3.1.3. Verification of the set up in some cases. The above setup was shown to
indeed hold in several interesting situations and the motivation of this paper is
precisely to take advantage of the previous results.

The paper [dlLS18] showed that, under the assumptions on the spectrum of
A and the regularity of N , then the small enough quasi-periodic solutions u(t) =
K(θ+ωt) 1 of (3.3) are spectrally non degenerate, i.e. a modification of the splitting
(3.9) is invariant under the linearized equation

(3.18)
d

dt
ξ(t) = (DX )(K(Φt(θ)))ξ(t) = [A+DN (K(Φt(θ)))]ξ(t) ≡ A(θ+ωt)ξ(t).

In the paper [dlLS18] it was shown that the linear equation (3.18) allowed an
invariant splitting into complementary spaces consisting of initial condition which
lead to solution in the past or in the future. Furthermore, it was shown in [dlLS18]
that these modified splittings inherit the hyperbolicity and smoothing properties
(2.7) of the splitting of A in (2.2). The property (3.14) was not considered in
[dlLS18] but we stress it in this paper and give a proof of its persistence. Note
that, since now (3.18) is time-dependent, its fundamental solutions will not form a
semigroup but a cocycle on Φt(θ), i.e. Uσθ satisfy (3.10).

We recall that, for the fixed θ, the paper [dlLS18] established the existence of
the spaces Xσ

θ by writing them as the graph of linear functions Gσ(θ) : Xσ → Xµ,
where µ denotes the complementary indices, Xσ and Xµ are the components of
X in the splitting (2.5) corresponding to the dominant operator A. That is, the
spaces Xσ

θ invariant for the time-dependent evolution are given by:

(3.19) Xσ
θ = {ξ +Gσ(θ)ξ | ξ ∈ Xσ}.

It was shown in [dlLS18] that the Gσ(θ) are analytic functions of θ for θ ∈ Tdρ.
Actually, in (3.19) ξ + Gσ(θ)ξ can also be written as (ξ,Gσ(θ)ξ) if the second
notation, Aσ(θ)ξ, refers to the components in the decomposition Xcu corresponding
to the operator A. See [dlLS18] for details. Appendix A of this paper presents a
similar result. Note that in the present set up one of the conditions for the invariant
linear spaces is that there are only backwards or forwards evolutions.

3.1.4. The bundle language. It is natural to use the language of bundles [Hus94,
MS74] to describe the geometric set-up. This could be omitted in the cases of
[dlLS18] since the bundles are trivial, but we think it is useful since in finite dimen-
sions [HdlL07] finds that the bundles can be non-trivial near a resonance.

We define the set

(3.20) Bσ ≡ {(θ, ξ)| ξ ∈ Xσ
θ , θ ∈ Tdρ},

1The paper [dlLS18] also showed that if the equations (2.1) satisfy some extra properties such as

Hamiltonian structure, then such small quasiperiodic solutions exist. There can be other methods
[AS81] to produce the quasi-periodic solutions. In this paper, we only use the hyperbolicity

properties and we do not consider the problem of constructing the quasi-periodic solutions.
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Bσ can be made into a bundle over the base Tdρ endowing it with the projection
which just considers the variable θ. In such a case the fiber over θ is just Xσ

θ .
The representation (3.19) shows that, in the cases considered in [dlLS18] the

bundle is trivial, but the proof of invariant manifolds in this paper does not need
that. Of course, for the applications to the problems in [dlLS18] one could avoid
the bundle language and just use the product using the coordinate representation
given by (3.19). We will indicate along the proof how things simplify when we
consider the case of trivial bundles.

An important concept in the formulation of the problem is the notion of bundle
maps. We recall that a bundle map is a map from one bundle to another bundle in
such a way that fibers are mapped into fibers. We say that a bundle map V covers
a map Φ in the base when Range(V |Xθ ) ⊂ XΦ(θ), where Xθ, the fiber of θ, is the
domain of V and XΦ(θ), the fiber of Φ(θ), is the range of V . In our result, the
bundle map w covers the identity, i.e. Range(w|Xsθ ) ⊂ Xcu

θ . The space of bundle
maps covering a fixed map in the base is a linear space. Note that if V1 is a bundle
map covering φ1 and V2 is a bundle map covering φ2, then V1 ◦ V1 is a bundle map
covering φ1 ◦ φ2.

3.1.5. Formulation of the invariance equation for the stable manifolds. Because of
the invariance of the splitting, (3.5) is equivalent to the following three equations

(3.21)
d

dt
ξσ(t) = Aσ(Φt(θ))ξσ(t) +Mσ(Φt(θ), ξ(t))

where the index σ = c, u, s indicates the projections on the subspaces Xσ
Φt(θ)

.
As usual in center manifold theory [Lan73, CLY00, Car81, VI92], we write the

manifold as the graph of a bundle map w covering the identity from Bs to Bcu.
w : Bs → Bcu. That is: wθ : Xs

θ → Xcu
θ .

To perform analysis, we will write wθ(ξ) also as w(θ, ξ), but keep in mind that
in such a case we need to ensure that the second argument of w is in the fiber of
Bs corresponding to the first argument and that the range of w is in the fiber of
Bcu corresponding to the first argument of w.

We will need to study spaces of bundle maps later. We anticipate that when the
bundles will be assumed to be analytic, we will consider spaces of mappings w that
are analytic in θ, ξ. In section 3.1.6 we will give a formulation of these spaces of
maps.

That is we will try to find a manifold which we will represent as a graph of a
bundle map w covering the identity in the base

(3.22) W = {Wθ = (θ, ξs, w(θ, ξs)) : θ ∈ Tdρ, ξs ∈ Xs
θ , ‖ξs‖Xsθ ≤ 1}.

We will also impose that for all θ ∈ Tdρ, w satisfies

w(θ, 0) = 0,

D2w(θ, 0) = 0.
(3.23)

The first condition in (3.23) ensures that the given quasi-periodic orbit belongs to
its stable manifold and the second one ensures that the manifold Wθ is tangent to
the space Xs

θ .
In terms of the original equation (2.1), we see that the invariance of the graph of

w means that if we consider initial conditions of the form u(0) = K(θ)+ξs0 +w(θ, ξs0)
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with ξs0 in Xs
θ and sufficiently small, then we can find a solution u(t) of (2.1) of the

form

u(t) = K(Φt(θ)) + ξs(t) + w(Φt(θ), ξs(t))

with ξs(t) ∈ Xs
Φt(θ)

, ξs(0) = ξs0 ∈ Xs
θ and w(Φt(θ), ξs(t)) ∈ Xcu

Φt(θ)
. Note that the

fact that we can find an forward solution is a non-trival requirement in our set-up.
Now we give the statement of the main result of this case, Theorem 3.1. The

proof is based on formulating it as a fixed point problem and then applying a variant
of the standard contraction argument.

Theorem 3.1. Assume that X,Y are Banach spaces satisfying (H1) and that we
have an equation (2.1) of the form (2.2) satisfying (H2). Assume that we have
an analytic K parameterizing a quasiperiodic solution of (2.1) (that is K satisfies
(3.3)) which satisfies (SD1), in particular, we can find bundles Bs,Bcu based on
the torus. (We will show that if K is small, it indeed satisfies (SD1)).

Then, there exists an analytic bundle map covering the identity, w ∈ X1, de-
fined on Bs and mapping Bs to Bcu satisfying w(Φt(θ), 0) = 0, D2w(Φt(θ), 0) = 0.
Furthermore, W , the graph of w is globally forward invariant by (3.21).

Actually, w will be analytic both in the angle variable and on the fiber variable.
In the proof we will present very explicit results about the domain of analyticity.

3.1.6. The functional equations for w. Our next goal is to derive heuristically a
functional equation for w that encodes the geometric assumption that W is invariant
under the forward evolution of the equation (3.21). It is important to note that, our
procedure differs from that in [Per29] because we do not assume that our equations
are well posed. We will need to formulate another equation to select the initial
conditions that allow to construct solutions. Hence, in our case, we will have to
deal with two equations, one equation that ensures that W , the graph of w, is
invariant by (3.28) and another equation that ensures that the forward semi-flow
of (3.24) can be defined on it.

These two equations are coupled but they can be formulated as a fixed point
equation for an operator, T , which we will show is a contraction in appropriate
spaces which encode some geometric properties and the regularity with respect to
parameters. See (3.31), (3.32) and the subsequent discussions.

To derive the desired two equations for w we follow the standard procedure
[Per29] of manipulating the solutions (assumed to exist and to lie in a manifold
given by the graph) till we derive the equation for w which is formulated as the
fixed point of an operator T .

Once we have proved the existence of the fixed points for T and some of their
properties, it will be easy to justify the manipulations and to check that the solution
found corresponds to an invariant manifold.

Assume Uσθ (t) are solutions of (3.16) (in the sense of (3.15)). we know that
X and Y have sufficiently high derivatives, so we can define (3.16)). We separate
(3.21) into two equations, i.e. σ = s and σ = c, u. Since the fundamental solutions
for the s component are defined in the future and those for the c, u component are
defined in the past, we impose the initial condition at t = 0 for ξs and the initial
condition at t = T for ξcu and by applying the Duhamel’s formula to (3.21) we
obtain, (recall that Usθ (t) is the linearized evolution and M as before is the Taylor
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remainder of N along K(Φt(θ)). See (H.2) for details),

(3.24) ξs(t) = Usθ (t)ξ0 +
∫ t

0

UsΦτ (θ)(t− τ)Ms(Φτ (θ), ξ(τ))dτ, t ∈ [0, T ],

and

(3.25) ξcu(0) = U cuΦT (θ)(−T )ξcu(T )−
∫ T

0

U cuΦt(θ)
(−t)M cu(Φt(θ), ξ(t))dt.

Now, we will also impose that the solutions in (3.24) and (3.25) remain in the
graph of the bundle map, W. Since the variable θ has an evolution, then ξs(t)
should be a vector based on Xs

Φt(θ)
and ξcu(t) should be a vector based on Xcu

Φt(θ)

and ξs(t), ξcu(t) being in the graph of w should be

(3.26) ξcu(t) = w(Φt(θ), ξs(t)).

Substitute (3.26) into (3.24) and (3.25) we obtain
(3.27)

ξs(t) = Usθ (t)ξ0 +
∫ t

0

UsΦτ (θ)(t− τ)Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])dτ,

and

(3.28)

w(θ, ξ0) = U cuΦT (θ)(−T )w(ΦT (θ), ξsT (θ, ξ0))

−
∫ T

0

U cuΦt(θ)
(−t)M cu(Φt(θ), [ξst (θ, ξ0) + w(Φt(θ), ξst (θ, ξ0))])dt.

We will consider the RHS of (3.28) as an operator that, given a bundle map,
generates another bundle map. We will consider the operator defined in classes of
functional spaces which are bounded. See (3.34) and (3.36). Therefore, we know
that

sup
(θ,ξ0)∈Bs,‖ξ0‖Xs

θ
≤δ

lim
T→∞

‖U cuΦT (θ)(−T )w(ΦT (θ), ξsT (θ, ξ0))‖XcuΦT (θ)

≤ lim
T→∞

Che
β−3 T (Che−β1T δ)2 = 0.

So by taking the limit T →∞, (3.28) becomes

(3.29) w(θ, ξ0) = −
∫ ∞

0

U cuΦt(θ)
(−t)M cu(Φt(θ), [ξst (θ, ξ0) + w(Φt(θ), ξst (θ, ξ0))])dt.

By combining (3.27) and (3.29) we obtain that (w, ξs) is the fixed point of an
operator T ( the spaces on which T acts will be make explicit in Section 3.1.7).

(3.30)
(
ξs

w

)
(t, θ, ξ0) = T [ξs, w](t, θ, ξ) =

(
Ts[ξs, w]
Tcu[ξs, w]

)
(t, θ, ξ0)

with
(3.31)
Ts[ξs, w](t, θ, ξ0) = Usθ (t)ξ0

+
∫ t

0

UsΦτ (θ)(t− τ)Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])dτ,

and
(3.32)

Tcu[ξs, w](θ, ξ0) = −
∫ ∞

0

U cuΦt(θ)
(−t)M cu(Φt(θ), [ξst (θ, ξ0) + w(Φt(θ), ξst (θ, ξ0))])dt.
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In subsequent sections, we will specify the spaces in which T acts and show that
it has fixed points. Once we have the fixed points that enjoy good properties it is
standard [Lan73] that the fixed points indeed give invariant manifolds. In our case,
the argument requires the extra step of verifying that the evolution is defined on
these initial data.

3.1.7. Function spaces for the analysis of T and the proof of Theorem 3.1. We
produce our invariant manifold as the fixed point of the operator T defined in
(3.30). To apply a fixed point argument it is necessary to define spaces of functions
on which T acts.

We note that T has two arguments ξs and w. Let us try to understand what
spaces do these arguments act.

For a fixed t, ξst is a bundle map covering Φt. More explicitly, given (θ, ξ0) ∈ Bs

with ξ0 ∈ Xs
θ , ξst (θ, ξ0) will be an element in Xs

Φt(θ)
. We will also impose some

normalizations that indicate that the zero section of the stable bundle corresponds
to the invariant torus. This is natural when we consider that the vectors in the
fibers of the bundle are small perturbations.

Hence, ξs will be a map from R+ to a space of bundle maps. Equivalently, it will
be a map of R+×Bs → Bs in such a way that ξst is a bundle map covering Φt. To
obtain a metric space to apply the contraction fixed point we specify spaces of maps
with a certain regularity and define an appropriate norm. There are many such
choices that work. We have chosen to impose analyticity in the Bs variables and
continuity in t. Higher regularity in t can be deduced afterward using the equation.
Of course, other choices or regularities are possible and indeed in other contexts we
will make different choices.

In this section, we will take ρ > 0 as fixed because it is the analyticity domain
of the quasi-periodic solution. Hence, we will omit it from some notations.

For 0 < δ < 1
2Ch

, we define the domain of ξst and w:

(3.33) Bs
δ = { (θ, ξ0) ∈ Bs : θ ∈ Tdρ, ‖ξ0‖Xsθ < δ}.

Then we define

(3.34)

Lδ =
{
ξs : R+ ×Bs

δ → Bs
δ| ∀t ∈ R+, (θ, ξ0) ∈ Bs

δ, ξ
s
t (θ, ξ0) ∈ Xs

Φt(θ)
,

ξs0(θ, ξ0) = ξ0, ξst (θ, 0) = 0, ξs is continuous in t and

analytic in (θ, ξ0) ∈ Bs
δ, ‖D2ξ

s
t (θ, ξ0)‖Xsθ ,XsΦt(θ) ≤ 2Che−β1t

}
.

Because of ξst (θ, 0) = 0 and ‖D2ξ
s
t (θ, ξ0)‖Xsθ ,XsΦt(θ) ≤ 2Che−β1t, then the func-

tions ξs which belong to Lδ satisfy

(3.35) ‖ξst (θ, ξ0)‖XsΦt(θ) ≤ 2Che−β1t‖ξ0‖Xsθ ,

in particular, ξs is uniformly bounded.
Similarly, we argue that w should range in a space of bundle mappings covering

the identity. We will impose that w(θ, 0) = 0 so that graph of the mapping contains
the zero section (that is, the stable manifold contains the invariant set). We will also
impose that D2w(θ, 0) = 0 so that the invariant manifold is tangent to the stable
space. This is quite analogous to the normalizations in [Lan73] in the simpler case
of invariant manifolds of fixed points. As for the topology of the space we will
impose analyticity in both the θ and ξs variables. We will consider only functions
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w defined on the unit ball in the fibers. This is because we will be considering only
the local manifold.

We define

(3.36)

X1 =
{
w : Bs

δ → Bcu| ∀θ ∈ Tdρ, ξ ∈ Xs
θ , ‖ξ‖Xsθ < δ,

w(θ, ξ) ∈ Xcu
θ , w(θ, 0) = 0, D2w(θ, 0) = 0, w is analytic in

(θ, ξ) ∈ Bs
δ and ξ ∈ Xs

θ , ‖D2w(θ, ξ)‖Xsθ ,Xcuθ ≤ 2Ch‖ξ‖Xsθ

}
.

Because of w(θ, 0) = 0, D2w(θ, 0) = 0 and ‖D2w(θ, ξ)‖Xsθ ,Xcuθ ≤ 2Ch‖ξ‖Xsθ , then
the functions w ∈ X1 also satisfy

(3.37) ‖w(θ, ξs)‖Xcuθ ≤ Ch‖ξs‖
2
Xsθ
.

For β−3 < β < β1, we define the weighted norm

(3.38)

‖ξs‖(βC0 ≡ sup
t∈R+

sup
(θ,ξ0)∈Bsδ

‖ξst (θ, ξ0)‖XsΦt(θ)e
βt,

‖w‖C0 ≡ sup
(θ,ξ0)∈Bsδ

‖w(θ, ξ0)‖Xcuθ
‖ξ0‖Xsθ

,

‖(ξs, w)‖C0 = max{‖ξs‖(βC0 , ‖w‖C0}.

The induced metric on Lδ ×X1 is

(3.39) d((ξs, w), (ξ̃s, w̃)) = ‖(ξs − ξ̃s, w − w̃)‖C0 .

Note that for the functions ξs ∈ Lδ and w ∈ X1, they satisfy

(3.40) ‖ξs‖(βC0 ≤ 2Chδ < 1, ‖w‖C0 ≤ Chδ < 1.

We also note that in the above spaces, the real valued functions for real valued
arguments are a closed real space and that the iterations, used to produce the fixed
point, preserve this space if the original evolution equations do. Hence when the
original equations preserve the real valued functions, the fixed points will also be
real valued.
Proof of Theorem 3.1. The proof of the above Theorem 3.1 is based on the
contraction fixed point theorem. We will check that T = (Ts,Tcu) in (3.30) indeed
defines a contraction operator in the function space Lδ ×X1 under the d−distance
defined in (3.39). We separate the proof of Theorem 3.1 into two steps. First,
we prove that T (Lδ × X1) ⊂ (Lδ × X1) (Step 1) and then we prove that T is a
contraction in Lδ ×X1 (Step 2 ).

Consider the integral∫ t

0

e−β(t−τ)(t− τ)−αdτ =
∫ t

0

e−βτ τ−αdτ, β > 0, α ∈ [0, 1), t ≥ 0,

first,
I: 0 ≤ t ≤ 1. ∫ t

0

e−βτ τ−αdτ ≤
∫ t

0

τ−αdτ ≤ 1
1− α

.
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II: t > 1.

∫ t

0

e−βτ τ−αdτ ≤
∫ 1

0

e−βτ τ−αdτ +
∫ t

1

e−βτ τ−αdτ

≤
∫ 1

0

τ−αdτ +
∫ t

1

e−βτdτ

≤ 1
1− α

+
1
β
.

The above two inequalities yield

∫ t

0

e−β(t−τ)(t− τ)−αdτ =
∫ t

0

e−βτ τ−αdτ

≤ 1
1− α

+
1
β
, β > 0, α ∈ [0, 1), t ≥ 0.

Moreover, by the inequality above we also have

∫ t

0

e−βτ (t− τ)−αdτ =
∫ t

0

e−β(t−τ)τ−αdτ

=
∫ t

2

0

e−β(t−τ)τ−αdτ +
∫ t

t
2

e−β(t−τ)τ−αdτ

≤
∫ t

2

0

e−βτ τ−αdτ +
∫ t

t
2

e−β(t−τ)(t− τ)−αdτ

<

∫ t

0

e−βτ τ−αdτ +
∫ t

0

e−β(t−τ)(t− τ)−αdτ

= 2
∫ t

0

e−βτ τ−αdτ

< 2
( 1

1− α
+

1
β

)
, β > 0, α ∈ [0, 1), t ≥ 0.

The above inequalities will be used in many places, we will omit the reference about
them.

(Step 1) T (Lδ × X1) ⊂ (Lδ × X1). The fact that T is an analytic function
in θ and ξ0 defined in the domain (3.33) is a direct consequence of the fact that
the composition of analytic functions is an analytic function. Now we give the
norm estimates. We estimate Ts first. For (3.31), obviously, Ts[ξst , w](θ, 0) = 0.
Moreover,

Dξ0Ts[ξs, w](t, θ, ξ0) = Usθ (t)

+
∫ t

0

UsΦτ (θ)(t− τ)D2M
s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])

·
[
Id+D2w(Φτ (θ), ξsτ (θ, ξ0))

]
D2ξ

s
τ (θ, ξ0)dt.
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Then from (2.7) and the triangle inequality we obtain

‖Dξ0Ts[ξs, w](t, θ, ξ0)‖Xsθ ,XsΦt(θ) ≤ ‖U
s
θ (t)‖Xsθ ,XsΦt(θ)

+
∥∥∥∥∫ t

0

UsΦτ (θ)(t− τ)D2M
s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])

·
[
Id+D2w(Φτ (θ), ξsτ (θ, ξ0))

]
D2ξ

s
τ (θ, ξ0)dt

∥∥∥∥
Xsθ ,X

s
Φt(θ)

≤Che−β1t + 4C3
h‖ξ0‖Xsθ ‖M‖C2

∫ t

0

e−β1(t−τ)(t− τ)−α1e−2β1τdτ

=Che−β1t + 4C3
h‖ξ0‖Xsθ ‖M‖C2e−β1t

∫ t

0

e−β1τ (t− τ)−α1dτ

≤Che−β1t + 8C3
he
−β1t‖ξ0‖Xsθ

( 1
β1

+
1

1− α1

)
‖M‖C2

<2Che−β1t,

the last inequality is from the smallness of ‖M‖C2 . That is, we have established
that Ts[ξs, w] ∈ Lδ.

Now we consider Tcu[ξs, w]. First, we verify Tcu[ξs, w](θ, 0) = 0
and D2Tcu[ξs, w](θ, 0) = 0. For ξst (θ, 0) = 0, M(θ, 0) = 0, D2M(θ, 0) = 0
and w(θ, 0) = 0, D2w(θ, 0) = 0, then Tcu[ξs, w](θ, 0) = 0. Furthermore,

Dξ0Tcu[ξs, w](θ, ξ0)

= −
∫ ∞

0

U cuΦt(θ)
(−t)D2M

cu(Φt(θ), [ξst (θ, ξ0) + w(Φt(θ), ξst (θ, ξ0))])[
Id+D2w(Φt(θ), ξst (θ, ξ0))

]
D2ξ

s
t (θ, ξ0)dt.

Obviously, Dξ0Tcu[ξs, w](θ, 0) = 0.
For Dξ0Tc[ξs, w](θ, ξ0), note that (ξs, w) ∈ Lδ ×X1, then we have

‖Dξ0Tc[ξs, w](θ, ξ0)‖Xsθ ,Xcθ

=
∥∥∥∥− ∫ ∞

0

U cΦt(θ)(−t)D2M
c(Φt(θ), [ξst (θ, ξ0) + w(Φt(θ), ξst (θ, ξ0))])

[
Id+D2w(Φt(θ), ξst (θ, ξ0))

]
D2ξ

s
t (θ, ξ0)dt

∥∥∥∥
Xsθ ,X

c
θ

≤4C3
h‖ξ0‖Xsθ ‖M‖C2

∫ ∞
0

eβ
−
3 te−2β1tdt

≤4C3
h‖ξ0‖Xsθ

1
2β1 − β−3

‖M‖C2

<2Ch‖ξ0‖Xsθ ,

the last inequality is from the smallness of ‖M‖C2 . Similarly, for Dξ0Tu[ξs, w] we
have

∥∥Dξ0Tu[ξs, w](θ, ξ0)
∥∥
Xsθ ,X

cu
θ

≤4C3
h‖ξ0‖Xsθ

( 1
2β1 + β2

+
1

1− α2

)
‖M‖C2

≤ 2Ch‖ξ0‖Xsθ .
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From the discussions above we know that Tcu(Lδ ×X1) ⊂ X1. Then together with
the discussions about Ts we know that T (Lδ ×X1) ⊂ (Lδ ×X1).

Remark 3.6. It is amusing to note that, since the sets Lδ and X1 are convex and
compact in the C0 topology, which makes T continuous, we can apply the Schauder
fixed point theorem and obtain the existence (but not the uniqueness) of a fixed point
at this stage.

This remarks applies to many of the textbook proofs the invariant manifold the-
orem based on functional analysis since many of them involve some propagated
bounds in the proofs in [BLZ08, Car81, Lan73].

Of course, Step 2, provides uniqueness, gives a constructive algorithm to find the
fixed point, allows to validate approximate calculations, gives slightly better regular-
ity. One can argue that the contraction mapping is more elementary than Schauder
fixed point theorem even if it requires more work.

(Step 2) T is a contraction in Lδ × X1 under the d−distance defined in (3.39).
For any (ξ̃s, w̃), (ξs, w) ∈ Lδ ×X1 and (θ, ξ0) ∈ Bs with ‖ξ0‖Xsθ ≤ δ we have

Ts[ξ̃s, w̃](t, θ, ξ0)−Ts[ξs, w](t, θ, ξ0)

=
∫ t

0

UsΦτ (θ)(t− τ)
[
Ms(Φτ (θ), [ξ̃sτ (θ, ξ0) + w̃(Φτ (θ), ξ̃sτ (θ, ξ0))])

−Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])
]
dτ.

Note that

∥∥∥∥w(Φτ (θ), ξ̃sτ (θ, ξ0))− w(Φτ (θ), ξsτ (θ, ξ0))
∥∥∥∥
XcuΦτ (θ)

≤ ‖ξ0‖Xsθ ‖ξ̃
s
τ (θ, ξ0)− ξsτ (θ, ξ0)‖XsΦτ (θ)

≤ ‖ξ0‖Xsθ ‖ξ̃ − ξ‖
(β
C0e
−βτ ≤ ‖ξ̃ − ξ‖(βC0e

−βτ .

(3.41)
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By adding and subtracting terms and triangle inequality and from (3.41) we obtain

sup
(θ,ξ0)∈Bsδ

∥∥∥∥∫ t

0

UsΦτ (θ)(t− τ)
[
Ms(Φτ (θ), [ξ̃sτ (θ, ξ0) + w̃(Φτ (θ), ξ̃sτ (θ, ξ0))])

−Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])
]
dτ

∥∥∥∥
XsΦt(θ)

eβt

≤ sup
(θ,ξ0)∈Bsδ

∥∥∥∥∫ t

0

UsΦτ (θ)(t− τ)
[
Ms(Φτ (θ), [ξ̃sτ (θ, ξ0) + w̃(Φτ (θ), ξ̃sτ (θ, ξ0))])

−Ms(Φτ (θ), [ξsτ (θ, ξ0) + w̃(Φτ (θ), ξ̃sτ (θ, ξ0))])
]
dτ

∥∥∥∥
XsΦt(θ)

eβt

+ sup
(θ,ξ0)∈Bsδ

∥∥∥∥∫ t

0

UsΦτ (θ)(t− τ)
[
Ms(Φτ (θ), [ξsτ (θ, ξ0) + w̃(Φτ (θ), ξ̃sτ (θ, ξ0))])

−Ms(Φτ (θ), [ξsτ (θ, ξ0) + w̃(Φτ (θ), ξsτ (θ, ξ0))])
]
dτ

∥∥∥∥
XsΦt(θ)

eβt

+ sup
(θ,ξ0)∈Bsδ

∥∥∥∥∫ t

0

UsΦτ (θ)(t− τ)
[
Ms(Φτ (θ), [ξsτ (θ, ξ0) + w̃(Φτ (θ), ξsτ (θ, ξ0))])

−Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])
]
dτ

∥∥∥∥
XsΦt(θ)

eβt

≤ 4C2
h‖M‖C2

(
2‖ξ̃s − ξs‖(βC0 + ‖w̃ − w‖C0

) ∫ t

0

e−(β1−β)(t−τ)(t− τ)−α1dτ

≤ 8C2
h‖M‖C2

(
‖ξ̃s − ξs‖(βC0 + ‖w̃ − w‖C0

)( 1
β1 − β

+
1

1− α1

)
≤ 16C2

h‖M‖C2‖(ξs − ξ̃s, w − w̃)‖C0

( 1
β1 − β

+
1

1− α1

)
.

That is

‖Ts[ξ̃s, w̃]−Ts[ξs, w]‖(βC0 ≤ 16C2
h‖M‖C2‖(ξs − ξ̃s, w − w̃)‖C0

( 1
β1 − β

+
1

1− α1

)
.

In the case of center and unstable spaces we get

‖Tc[ξ̃s, w̃]−Tc[ξs, w]‖Xcθ ≤ 16C2
h

‖M‖C2

β − β−3
‖(ξs − ξ̃s, w − w̃)‖C0 ,

and

‖Tu[ξ̃s, w̃]−Tu[ξs, w]‖Xcθ ≤ 16C2
h‖M‖C2

( 1
β2 + β

+
1

1− α2

)
‖(ξs − ξ̃s, w − w̃)‖C0 .

That is

‖Tcu[ξ̃s, w̃]−Tcu[ξs, w]‖C0 ≤ 16c1C2
h‖M‖C2‖(ξs − ξ̃s, w − w̃)‖C0

with

c1 = max
{

1
β − β−3

,
1

β2 + β
+

1
1− α2

}
.

By the discussions above we know that

d(T [ξ̃s, w̃],T [ξs, w]) ≤ cd((ξ̃s, w̃), (ξs, w)),
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where c = 16C2
hκ‖M‖C2 with

κ = max
{

1
β1 − β

+
1

1− α1
,

1
β − β−3

,
1

β2 + β
+

1
1− α2

}
.

From the smallness of ‖M‖C2 we know that c ∈ (0, 1). That is the operator T is a
contraction in d−distance defined in (3.39).

From the contraction mapping theorem we know that there is unique solution
of (3.30), i.e. (ξs, w) in the C0 closure of Lδ ×X1. Furthermore, since the uniform
limit of the analytic functions is analytic, the fixed point is a analytic function.

Obviously, w satisfies the condition of the Theorem 3.1 and its graph, W, is
forward invariant under (3.21).

3.2. Stable manifold around a forward bounded solution. In this section,
we construct analytic stable manifolds for the forward bounded solutions, K(t), of
(2.1), i.e.

(3.42)
d

dt
K(t) = X ◦K(t).

That is we want to show that there are many solutions that converge in the future
to the bounded solutions. This work is motivated by the paper [dlL09] which con-
structed center manifold for (2.1) under some extra non-degeneracy assumptions.

Since (2.1) could be ill-posed, not all the initial values can define the evolution.
We will need to carefully choose the special initial values K(0) so that the evolution,
which starts from K(0), of (2.1) can be defined. We will not consider the depen-
dence and the regularity on the initial value K(0). We just fix the bounded solution
K(t) of (2.1). The whiskered torus K(θ+ωt) is an special case of bounded solution
K(t). So the discussions of this case are similar to the discussions of the whiskered
torus case by fixing θ = 0 and replacing the quasi-periodic function K(θ+ωt) with
K(t).

In Appendix A we will show the invariance of the invariant splitting of the linear
operator A(t) under small perturbations. Concretely, we will show that if linear
operator A(t) admits a hyperbolic/smoothing splitting and Ã(t) is the one such that
‖A(t) − Ã(t)‖X,Y is small enough, then the evolution equations corresponding to
Ã(t) also admit a hyperbolic/smoothing splitting. Furthermore, we will also bound,
in terms of ‖A(t) − Ã(t)‖X,Y the difference between the invariant spaces and the
parameters of the splitting for Ã and those corresponding to A. See Appendix A
for more precise statements and for proofs.

Theorem 3.2. Assume that X,Y are Banach spaces satisfying (H1) and that we
have an forward equation (2.1) of the form (2.2) satisfying (H2). Assume that we
have a bounded solution, {K(t)}t∈[0,∞), of (2.1) (that is K(t) satisfies (3.42)) which
satisfies (SD1), in particular, we can find bundles Bs,Bcu based on the forward
solution. (We will show that if K is forward small, it indeed satisfies (SD1)).

Then, there exists a analytic bundle map covering the identity, w ∈ P1, defined
on Bs and mapping Bs to Bcu satisfying w(t, 0) = 0, D2w(t, 0) = 0. Furthermore,
W , the graph of w is globally forward invariant by (3.21).

In this case, since we fixed the angle variable so w will be only analytic on the
fiber variable.

With the same calculations in the whiskered torus case we obtain
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(3.43)
(
ξs

w

)
(t, ξ0) = E [ξs, w](t, ξ0) =

(
Es[ξs, w]
Ecu[ξs, w]

)
(t, ξ0)

with
(3.44)

Es[ξs, w](t, ξ0) = Us0 (t)ξ0 +
∫ t

0

Usτ (t− τ)Ms(τ, [ξs(τ, ξ0) + w(τ, ξs(τ, ξ0))])dτ,

and

(3.45) Ecu[ξs, w](0, ξ0) = −
∫ ∞

0

U cut (−t)M cu(t, [ξs(t, ξ0) + w(t, ξs(t, ξ0))])dt.

We will again produce our invariant manifold as the fixed point of the operator
E defined in (3.43). We define spaces of functions on which E acts to apply a fixed
point argument.

For 0 < δ < 1, we also define the domain of ξst and w as Bs
δ which is similar to

the one defined in (3.33). Then we define the space Sδ on which Es acts

(3.46)

Sδ =
{
ξs : R+ ×Bs

δ → Bs| ∀t ∈ R+, (0, ξ0) ∈ Bs
δ, ξ

s(t, ξ0) ∈ Xs
t ,

ξs(0, ξ0) = ξ0, ξ
s(t, 0) = 0, ξs is continuous in t

and analytic in ξ0, ‖Dξ0ξ
s(t, ξ0)‖Xs0 ,Xst ≤ 2Che−β1t

}
.

Similarly, we also define the space P1 on which Ecu acts

(3.47)

P1 =
{
w : Bs

δ → Bcu| ∀t ∈ R+, ξ ∈ Xs
t , w(t, ξ) ∈ Xcu

t ,

w(t, 0) = 0, D2w(t, 0) = 0, w is continuous t and

analytic in ξ, ‖D2w(t, ξ)‖Xst ,Xcut ≤ 2Ch‖ξ‖Xst

}
.

For β−3 < β < β1, we also adopt the weighted norms ‖ · ‖(βC0 , ‖ · ‖C0 and ‖(·1, ·2)‖C0

defined in (3.38) for the functions ξs, w and (ξs, w), respectively. The induced
metric on Sδ × P1 is also the d−distance defined in (3.39). For the functions
ξs ∈ Sδ and w ∈ P1, (3.35) and (3.37) also hold true.

The proof of Theorem 3.2 is the same as that of Theorem 3.1 but even simpler,
since we do not need to consider the regularity in θ. The proof is word by word the
same except that θ is fixed in this case.

3.3. Stable manifold around an invariant set in the center manifold. We
recall that the paper [dlL09] established the existence of finite dimensional center
manifolds for equation similar to (2.1) under some non-degenerate assumptions
similar to the ones in Section 2.

The goal of this section is to establish the existence of solutions that converge
in the future to solutions in the center manifold and also establish regularity of
these stable solutions with respect to the parameters and to the initial point of the
solutions in the center manifold.

As it is well known [Lan73, Car81, VI92, Mie91], the results about center man-
ifolds are subtle to formulate because center manifolds are not unique and they
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are only locally invariant. Since the center manifold is only locally invariant, the
solutions which leave the center manifold could cease to exist after a finite time.

The well known standard solution, [Lan73, Car81, VI92, Mie91], to these prob-
lems is to consider some “prepared” equations which agree with the original equa-
tions in a small neighborhood but which are better behaved globally. For these
prepared equations there is a unique invariant center manifold. Of course, these
center manifolds for the prepared equations will be locally invariant for the orig-
inal problem. The non-uniqueness of center manifolds for the problem originates
from the fact that there are many ways to obtain prepared equations and each of
them leads to a possibly different manifold. Nevertheless, it is worth pointing out
that the solutions of the prepared equation which remain for all time in a small
neighborhood have to be in any center manifold.

We remark that in our problem, the prepared equations themselves may be ill-
posed. The “preparation”affects only the center direction and not the stable or
unstable ones which are the ones that lead to ill-posedness. Hence, in our case, the
existence of solutions will be part of the problem and we will have to choose initial
conditions not only to fix the long term behavior but also to ensure existence.

For solutions that remain bounded in the future, the stable manifold will be
unique. Of course, the set of such future bounded solutions will, in general, be
complicated, but our results show that the stable manifolds will depend smoothly
on the base points in the sense that they extend to a smooth function in a smooth
submanifold (the center manifold of any of the prepared equations). The notion
of regularity of functions defined in general closed sets is studied in the celebrated
papers [Whi34, Whi36], (see also [Ste70]), which gave an intrinsic characterization
of functions which admit an extension. In our case, we show directly that the
manifolds we construct for sets of bounded orbits extend to a smooth family. So, we
obtain that the solutions which we construct for a closed set of bounded solutions
are smooth in the sense of Whitney. In this paper, the precise meaning of Cr

functions involves some uniformity assumptions, see Definition 3.3 which is the
customary definition in infinite-dimensional spaces.

Remark 3.7. In this section, we will assume that the spaces X, Y are real spaces.
The reason is that we will assume that the nonlinearity ‖N ‖Cr is bounded, but now,
we need to assume bounds in the whole space Xc. If the spaces X was a complex
space, by Liouville theorem and N (0) = 0, we see that the assumptions apply only
to trivial nonlinearities. The theorems we present indeed remain true for complex
spaces as stated, but they are trivial.

3.3.1. The prepared equations. Under the assumption of existence of invariant split-
tings for A , we see that the equation (2.1) is equivalent to a system of three equa-
tions

d

dt
us = A sus + N s(u),

d

dt
uc = A cuc + N c(u),

d

dt
uu = A uuu + N u(u),

(3.48)

where N σ indicates the projection over the corresponding spaces.



26 H.CHENG AND R.DE LA LLAVE

The prepared equations correspond to modifying (3.48) so that it is well behaved
at infinity. One important role in this modification is played by cut-off functions.

Definition 3.2. Let Z be a Banach space. We say that a Cr function ϕ : Z → R
is a cut-off function when ϕ(u) = 1 when ||u||Z ≤ 1 and ϕ(u) = 0 when ‖u‖Z ≥ 2
and all the derivatives of ϕ of order up to r are uniformly bounded.

Of course, for r = 0 or r = Lip, cut-off functions are constructed using Urysohn’s
lemma, but for r ≥ 2, the existence of cut-off function is a very subtle problem.

Remark 3.8. Of course, Cr cut-off functions exist in any finite dimensional Ba-
nach space or in any Banach space with a smooth norm (in particular in Hilbert
spaces. Nevertheless, it is well known that some spaces common in analysis (e.g.
C0[0, 1]) do not admit C2 bump functions [BF66, DGZ93].

Lets, however emphasize that the existence of bump function in Xc is a sufficient
condition for our results, but it is by no means necessary. The only thing needed
is that we can get the prepared equations. In many problems of interest, the non-
linearity is of the form Φ ◦ u with Φ being a finite dimensional function composed
on the left with unknown function u. In such case, we can prepare the equation by
just cutting off the finite dimensional function Φ.

In this section, we will make the assumption:
• (H3)

– (H3.1) In the notations of Section 2, we have Xc = Y c.
– (H3.2) The space Xc admits Cr cut-off functions.

Of course, assumption (H3) is implied by the following assumption (H3’) which
is satisfied in all the concrete applications in Section 4.

• (H3’) The space Xc is finite dimensional.

The prepared equations [Lan73] are obtained by scaling the variables uσ,

(3.49) uσ = ηũσ, σ = s, c, u

and by cutting-off the resulting equation.

d

dt
ũs = A sũs + η−1N s(ηũs, ηũc, ηũu),

d

dt
ũc = A cũc + ϕ(ũc)η−1N c(ηũs, ηũc, ηũu),

d

dt
ũu = A uũu + η−1N u(ηũs, ηũc, ηũu).

(3.50)

Note that, if we take away the ϕ from (3.50), the result is equivalent to (3.48)
under the change of variables (3.49). Hence, (3.50) are equivalent to the original
equation when ũc ∈ Eη(Xc) ≡ {ũc : ‖ũc‖Xc < 1}, that is, in the original variables
when ‖uc‖Xc < η.

Observe that the equations (3.50) are also equations of the form (2.1) but with
a modified nonlinear term N . But the equations (3.50) are linear for ũc large.
Furthermore, the nonlinear terms in the center direction of (3.50) are small when
η is small. More precisely, if we denote

Ñ (ũs, ũu, ũc) ≡ η−1
(
N s(ηũs, ηũc, ηũu), ϕ(ũc)N c(ηũs, ηũc, ηũu),N u(ηũs, ηũc, ηũu)

)
,
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then

(3.51) ‖Ñ ‖Cr(B(0,1,X),Y ) � 1, for η small.

(We refer to [Lan73] for the small calculation needed.) Note that considering η
small corresponds to cutting off the non-linearity outside of a ball of radius η in Xc

in the original coordinates. The smallness assumptions in the nonlinearity of the
prepared equations correspond to considering only orbits of the original equations
that lie in small neighbourhoods of the origin.

Notice that the norm involved in (3.51) involves domains which are unit balls in
the Xs, Xu spaces, but that in the Xc we require the whole space. The range of N
is the space Y .

In our main results in this section, Theorem 3.3, we will assume that ||N ||Cr is
small. In some applications this could hold for the full system (3.48), but in general,
it will hold only for the prepared equations (3.50). In such a case, our result will
apply to the original equations only when the solutions remain in an small ball in
the future.

The results of [dlL09] showed that for the prepared equation, one obtains a
unique center manifold which is expressed as the graph of a function from Xc to
Xs ⊕ Xu. This center manifold is invariant under the prepared equations and is
tangent to the center space at the origin. Hence, the center manifold is locally
invariant for the original equation in the domain where the prepared equation is
equivalent to the original one.

This center manifold will, in general, depend on the cut-off function used. Nev-
ertheless, it is known that any two manifolds produced by different cut-off functions
will be very close at the origin [Sij85]. We note that the proof of [Sij85] even if pre-
sented only in finite dimensions, works line by line in our set up. Even if we will not
use it much in this paper, we also remark that the solutions that remain bounded
for all positive and negative times (e.g. periodic or quasi-periodic solutions) of the
original equations have to be in any of the center manifolds whose projection to Xc

include the projection of the bounded solutions considered.
The solutions of the prepared equation that remain in the set Eη(Xc) are also

solutions of the full equation. Of course, the solutions of the prepared equation
that step out of this set could fail to be solutions of our original equation. Hence
if we obtain bounded (with a sufficiently small bound) solutions of the prepared
equation in the center manifold and consider the solutions of the prepared equations
that converge to them, they will also be solutions of the original equation. Hence
the stable manifolds under the prepared equations solutions that remain small in
the future will also be stable manifolds under the true equations. Of course, if the
solutions step out of the region in the future, then there is no unique notion of
stable manifold for them.

Besides the above remarks, that are well known in center manifold theory, we
note that in our case, since we are considering ill-posed equations, we also have to
worry about the possible blow up of the solutions or that the dynamics cannot be
defined. The construction of the stable manifolds will have to include conditions
that ensure that the dynamics can be defined.

3.3.2. Description of the result. Since the center manifold Wc is the graph of a
function w : Xc → Xs ⊕Xu, it is convenient to consider the embeddings

K : Xc →Wc
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given by

(3.52) K(θ) = (θ, w(θ)).

Note that if the manifold W c is Cr close enough to Xc, then the K of the form
(3.52) (and hence the w) are uniquely determined. Actually, the embedding K
is a diffeomorphism between Xc and Wc, it defines a dynamics on Xc, which we
denote by Φt(θ), it is constructed in [dlL09] and was denoted by Jwt (θ). (In the
paper [dlL09] one also find Jwt (θ) which is the dynamics related to a not necessarily
invariant graph. This was useful since it allowed to define the operator in a whole
neighbourhood of maps w. If w∗ is the map whose graph gives the center manifold,
then we set Φt(θ) ≡ Jw

∗

t (θ).)
We assume Φt(θ) is the solution of

(3.53) θ̇ = B(θ), θ ∈ Xc

and the unbounded function, K(Φt(θ)), which is in the center manifold, is the
solution of (3.50), i.e.

(3.54) d

dt
Kσ(Φt(θ)) = AσKσ(Φt(θ)) +N σ(K(Φt(θ))), σ = s, c, u,

where B is a smooth vector field on a manifold Xc. The evolution of Φt(θ) satisfies,

for 1 ≤ j ≤ r − 1,

‖Dj
θΦt(θ)‖(Xc)⊗j ,Xc ≤ Cε

−j
4r e(β+

3 +ε
1
4r )t, t ≥ 0,

‖DθΦt(θ)‖Xc,Xc ≤ Cε
−j
4r e(β+

3 +ε
1
4r )|t|, t ≤ 0.

(3.55)

The solutions in the stable manifold will be solutions of the form

(3.56) u(t) = K(Φt(θ)) + ξ(t); ξ(t)→ 0

with ξ(t) going to zero fast enough. In a way completely analogous to the one to
derive (3.5), we get the evolution equation for ξ

(3.57)
d

dt
ξσ(t) = Aσ(Φt(θ))ξ(t) +Mσ(Φt(θ), ξ(t)), σ = s, c, u,

where Aσ is the one defined in (3.6) and Mσ(Φt(θ), ξ(t)) is the remainder of the
Taylor expansion of N σ along K(Φt(θ)), σ = s, c, u. Since N has Cr regularity, from
(3.7) we know that M is just Cr−1 regularity, note also that Φt(θ) is Cr−1+Lip, so
the stable manifold we obtain is just Cr−2+Lip (see Remark 3.9).

The following result Theorem 3.3 will be our main result for the stable manifolds
of solutions based on a center manifold. We will state the theorem for the prepared
equations (3.50) and, hence we will assume that the nonlinearity is globally small.
See the previous discussion on how to apply this result to the original equation.

Theorem 3.3. Assume that X,Y are real Banach spaces satisfying (H1) and
(H3) and that we have an equation (2.1) of the form (2.2) satisfying (H2) with
‖N‖Cr small enough. Assume furthermore that β1 > (r − 1)β+

3 + β−3 and β2 >
(r − 1)β−3 + β+

3 , then we have
• For each θ ∈ Xc,

A(t) = A+DN (K(Φt(θ))),

the linearization of (2.1) around the orbit K(Φt(θ)), satisfies the spectral
hypothesis (SD1) .
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In particular, we can find a decomposition of X based at K(Φ0(θ)) =
K(θ), X = Xs

θ ⊕Xc
θ ⊕Xu

θ with Xc
θ = TK(θ)Wc.

• For each θ ∈ Xc, there is a Cr−2+Lip local stable manifold to K(Φt(θ))
tangent to Xs

θ . (This manifold will be obtained as the graph of a map
wθ : Xs

θ → Xcu
θ ; wθ(0) = 0, Dwθ(0) = 0.)

• The manifolds depend smoothly on θ in the sense that wθ(ξ0) is Cr−2+Lip

in θ for fixed ξ0 and Cr−2+Lip in ξ0 for fixed θ with uniform bounds on the
derivatives.

Remark 3.9. It is well known to experts that one can improve our regularity
conclusions from Cr−2+Lip to Cr−1.

One possible method [Fen74, BLZ08, dlLW10] is to derive a functional equation
for Dr−1w, (assuming it exists) which we denote as F. This functional equation can
be shown to have a solution, which is the only possible candidate for Dr−1w. We
denote it provisionaly by Dr−1w even if we have not yet shown it is a derivative.

To show our candidate is a derivative, we consider

w̃(θ) = w(θ − σ) +Dw(θ − σ)σ + · · ·+ 1
(r − 1)!

Dr−1w(θ − σ)σ⊗(r−1).

We show, using the equation satisfied by Dr−1w that ‖F (w̃)−w̃‖ ≤ o(|σ|r−1). Using
that F is a uniform contraction, we obtain that Dr−1w is a true derivative.

For convenience, we estimate the derivatives of wθ(ξ0) only in the θ and ξ0
directions separately and do not study the mixed derivatives. Using regularity
results on functions of several variables due to [Nik61, Nik75] and reproduced here
as Lemma 3.3, we obtain automatically the existence, continuity and boundedness
of the mixed derivatives ∂iθ∂

j
ξ0
wθ(ξ0) when i+ j < r − 2 + Lip.

That is, the function (θ, ξ0)→ wθ(ξ0) is Cr
′
jointly in θ, ξ0 for any r′ < r−2+Lip.

We remark that, with appropriate definitions of Cr
′

for non-integer values of r′,
Lemma 3.3 extends to non-integer values of r′ and hence, our results also extend.

Other more complicated proofs (estimating also mixed derivatives as in [CFdlL03]
) seem to lead to sharper regularity results, but we decided not to include them
here for simplicity.

The reason to estimate separately the regularity in θ and ξ0 is that the vari-
ables θ, ξ0 have a different role (one can think of θ as parameters and ξ0 as the
dynamical variables) and then the formulas for the iterated derivatives are simpler
to understand than the formulas of mixed derivatives.

Similar with the discussions in the whiskered torus case, for (3.57) by using the
Duhamel’s formula we get

(3.58)
(
ξs

w

)
(t, θ, ξ0) = F [ξs, w](t, θ, ξ0) =

(
Fs[ξs, w]
Fcu[ξs, w]

)
(t, θ, ξ0)

with
(3.59)
Fs[ξs, w](t, θ, ξ0) = Usθ (t)ξ0

+
∫ t

0

UsΦτ (θ)(t− τ)Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])dτ
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and
(3.60)

Fcu[ξs, w](θ, ξ0) = −
∫ ∞

0

U cuΦt(θ)
(−t)M cu(Φt(θ), [ξst (θ, ξ0) + w(Φt(θ), ξst (θ, ξ0))])dt.

Recall that M is the Taylor remainder defined in (3.7). In this case we will also
produce our invariant manifold as the fixed point the operator F defined in (3.58).
We define spaces of functions on which F acts to apply a fixed point argument.

For 0 < δ < 1 we define the domain of ξst and w as Bs
δ which is similar to

the one defined in (3.33) and the space Qδ on which Fs acts. Note that in the
previous cases we were considering analytic functions defined in complex Banach
spaces, whereas in this case, we are considering real Banach spaces and finitely
differentiable functions on them.
(3.61)

Qδ =
{
ξs : R+ ×Bs

δ → Bs| ∀t ∈ R+, (θ, ξ0) ∈ Bs
δ, ξ

s
t (θ, ξ0) ∈ Xs

Φt(θ)
,

ξs0(θ, ξ0) = ξ0, ξ
s
t (θ, 0) = 0, ξs is continuous in t and r− 2 (r− 1)

order differentiable in θ (ξ0), ‖Dξ0ξ
s
t (θ, ξ0)‖Xsθ ,XsΦt(θ) ≤ 2Che−β1t,

‖Dj
ξ0
ξst (θ, ξ0)‖C0 ≤ Che−β1t, j = 2, · · · , r − 1,

‖Dj
θξ
s
t (θ, ξ0)‖X⊗jc ,XsΦt(θ)

≤ Chε
1
2 e−[β1−j(β+

3 +ε
1
4r )]t‖ξ0‖Xsθ , j = 1 · · · , r − 2,

Lipθ
(
Dr−2
θ ξst (θ, ξ0)

∣∣
X
⊗(r−2)
c ,XsΦt(θ)

)
≤ Che−[β1−(r−1)(β+

3 +ε
1
4r )]t‖ξ0‖Xsθ

}
,

where we writeXc asXc andDr−2
θ ξst (θ, ξ0)

∣∣
X
⊗(r−2)
c ,XsΦt(ϑ)

means thatDr−2
θ ξst (θ, ξ0) ∈

L (X⊗(r−2)
c , Xs

Φt(ϑ)). Similarly, we also define the space R1 on which Fcu acts
(3.62)

R1 =
{
w : Bs

δ → Bcu| ∀(θ, ξ) ∈ Bs, w(θ, ξ) ∈ Xcu
θ , w(θ, 0) = 0,

D2w(θ, 0) = 0, w is r− 2 (r− 1) order differentiable in θ (ξ),

‖Dξw(θ, ξ)‖Xsθ ,Xcuθ ≤ 2Ch‖ξ‖Xsθ , ‖Di
θw(θ, ξ)‖X⊗jc ,Xcuθ

≤ ‖ξ‖2Xsθ ,

‖Dj
ξw(θ, ξ)‖(Xsθ )⊗i,Xcuθ

≤ 1, i = 1, · · · , r − 2, j = 2, · · · , r − 2,

Lipθ
(
Dr−2
θ w(θ, ξ)

)
≤ 1
}
.

In this case, for β−3 < β < β1, we also use the weighted norms ‖ · ‖(βC0 , ‖ · ‖C0

and ‖(·1, ·2)‖C0 defined in (3.38) for the functions ξs, w and (ξs, w), respectively.
The induced metric on Qδ × R1 is also the d−distance defined in (3.39). For the
functions ξs ∈ Qδ and w ∈ R1, (3.35) and (3.37) also hold.

Proof of Theorem 3.3: The first conclusion of Theorem 3.3 is proved by Lemma 2.1
in Appendix B.

Similar to the proof of Theorem 3.1, the proof of the last two conclusions of
Theorem 3.3 is also based on the contraction fixed point theorem. So we also
separate this proof into two parts.
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(Step 1): F (Qδ × R1) ⊂ (Qδ × R1). The fact that F [ξs, w] is (r − 2) times
differentiable with respect to θ and (r − 1) times with respect to ξ0 is a direct
consequence of the fact that the composition of l order differentiable functions is a
l order differentiable function. Now we estimate the norms.

The estimate about Dξ0(Fs[ξs, w](t, θ, ξ0)) is the same with the one in the proof
of Theorem 3.1 we omit the details.

To estimate Di
ξ0

(Fs[ξs, w](t, θ, ξ0)), for 2 ≤ i ≤ r − 1, we follow standard cal-
culations [Lan73] and [dlL09]. Note that (from (3.59)), it can be written in the
form

(3.63) Di
ξ0(Fs[ξs, w])(t, θ, ξ0) =

∫ t

0

UsΦτ (θ)(t− τ)R̃ξ
s,w
i (τ, θ, ξ0)dτ,

where

(3.64)
R̃ξ

s,w
i (τ, θ, ξ0) ≡ D2M

s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])[
Id+D2w(Φτ (θ), ξsτ (θ, ξ0)

]
)Di

2ξ
s
τ (θ, ξ0) +Rξ

s,w
i (τ, θ, ξ0)

is the i order derivative of Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))]) about ξ0.
Rξ

s,w
i (τ, θ, ξ0) is a sum of monomials, e.g. (Di1

ξ0
ξs)⊗j1(Di2

ξ0
ξs)⊗j2 · · · (Dik

ξ0
ξs)⊗jk with

i1j1 + i2j2 + · · ·+ ikjk = i, whose factors are derivatives of Ms (evaluated at ξs, w)
and of w up to order i. Actually, the monomials in Rξ

s,w
i (τ, θ, ξ0) contain at least a

factor which is a derivative of Ms of order not more than i. The last statement about
the order of the derivatives of ξs is a consequence of the Faa di Bruno formula (C.3).
It is easy to see that all the derivatives of ξs appearing in the derivatives of Fs are
of order at most i and we have pulled out explicitly the terms containing derivatives
of ξs of order i. Obviously, all the monomials in Rξ

s,w
i (τ, θ, ξ0) contain at least one

factor which is a derivative of Ms. Taking into account that ξs ∈ Qδ, w ∈ R1, we
can arrange that

(3.65) ‖R̃ξ
s,w
i (τ, θ, ξ0)‖Y sΦτ (θ)

≤ ci‖M‖Cr−1Che
−iβ1τ , 2 ≤ i ≤ r − 1.

Hence, for (3.63), from the smallness of ‖M‖Cr−1 and by applying (3.11) and (3.65)
we obtain

(3.66)

‖Di
ξ0(Fs[ξs, w])(t, θ, ξ0)‖(Xsθ )⊗i,XsΦt(θ)

≤
∫ t

0

Che
−β1(t−τ)(t− τ)−α1ci‖M‖Cr−1Che

−iβ1τdτ

≤ Che−β1t, 2 ≤ i ≤ r − 1.

Next, we estimate the derivatives in θ. For 1 ≤ j ≤ r − 2, we get
(3.67)

Dj
θFs[ξs, w](t, θ, ξ0) = Dj

θU
s
θ (t)ξ0

+
∫ t

0

{
[Dj

θU
s
Φτ (θ)(t− τ)]Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])

+UsΦτ (θ)(t− τ)D1M
s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])Dj

θΦτ (θ)

+UsΦτ (θ)(t− τ)D2M
s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))]){[

Id+D2w(Φτ (θ), ξsτ (θ, ξ0))
]
Dj
θξ
s
τ (θ, ξ0)

+D1w(Φτ (θ), ξsτ (θ, ξ0))Dj
θΦτ (θ)

}
+ UsΦτ (θ)(t− τ)Y ξ

s,w
j (τ, θ, ξ0)

}
dτ,
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where Y ξ
s,w

j (τ, θ, ξ0) is a sum of monomials like the one Rξ
s,w
i (τ, θ, ξ0) in (3.64).

Then with (3.11), (B.11), (B.5) and (B.6) and the fact that ξs ∈ Qδ, w ∈ R1 and
the smoothing estimates, we get,
(3.68)

‖Dj
θFs[ξs, w](t, θ, ξ0)‖X⊗jc ,XsΦt(θ)

≤ Chεe−[β1−j(β+
3 +ε

1
4r )]t‖ξ0‖Xsθ

+
∫ t

0

{
Che

−[β1−j(β+
3 +ε

1
4r )](t−τ)+j(β+

3 +ε
1
4r )τ (t− τ)−α14C2

he
−2β1τ‖ξ0‖2Xsθ

+2Che−β1(t−τ)(t− τ)−α14C2
he
−β1τ‖ξ0‖2Xsθ e

j(β+
3 +ε

1
4r )τ

+4Che−β1(t−τ)(t− τ)−α1Che
−β1τChe

−[β1−j(β+
3 +ε

1
4r )]τ‖ξ0‖2Xsθ

+Cj,hChe−β1(t−τ)(t− τ)−α1Che
−[β1−j(β+

3 +ε
1
4r )]τ‖ξ0‖Xsθ

}
dτ‖M‖Cr−1ε

−1
4

≤ Chεe−[β1−j(β+
3 +ε

1
4r )]t‖ξ0‖Xsθ + C(j, β1, β

+
3 , α1)‖M‖Cr−1ε

−1
4

·e−[β1−j(β+
3 +ε

1
4r )]t‖ξ0‖Xsθ

∫ t

0

e−j(β
+
3 +ε

1
4r )(t−τ)(t− τ)−α1dτ

≤Ch[ε+ c(j, β1, β
+
3 , α1)‖M‖Cr−1ε

−1
4 ]e−[β1−j(β+

3 +ε
1
2 )]t‖ξ0‖Xsθ

≤Chε
1
2 e−[β1−j(β+

3 +ε
1
4r )]t‖ξ0‖Xsθ ,

C(j, β1, β
+
3 , α1) and C(j, β1, β

+
3 , α1) are constants only depends on j, β1, β

+
3 , α1 and

the last inequality of (3.68) is from ‖M‖Cr−1 ≤ ε and the smallness of ε. Moreover,
by (3.67), for any θ, ϑ, we have the following

(3.69)
Dr−2
θ Fs[ξs, w](t, θ, ξ0)−Dr−2

ϑ Fs[ξs, w](t, ϑ, ξ0) = Dr−2
θ Usθ (t)ξ0 −Dr−2

ϑ Usϑ(t)ξ0

+
∫ t

0

{
[Dr−2

θ UsΦτ (θ)(t− τ)]Ms(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])

+UsΦτ (θ)(t− τ)D1M
s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))])Dr−2

θ Φτ (θ)

+UsΦτ (θ)(t− τ)D2M
s(Φτ (θ), [ξsτ (θ, ξ0) + w(Φτ (θ), ξsτ (θ, ξ0))]){[

Id+D2w(Φτ (θ), ξsτ (θ, ξ0))
]
Dr−2
θ ξsτ (θ, ξ0)

+D1w(Φτ (θ), ξsτ (θ, ξ0))Dr−2
θ Φτ (θ)

}
+ UsΦτ (θ)(t− τ)Y ξ

s,w
r−2 (τ, θ, ξ0)

}
dτ

−
∫ t

0

{
[Dr−2

ϑ UsΦτ (ϑ)(t− τ)]Ms(Φτ (ϑ), [ξsτ (ϑ, ξ0) + w(Φτ (ϑ), ξsτ (ϑ, ξ0))])

+UsΦτ (ϑ)(t− τ)D1M
s(Φτ (ϑ), [ξsτ (ϑ, ξ0) + w(Φτ (ϑ), ξsτ (ϑ, ξ0))])Dr−2

θ Φτ (θ)

+UsΦτ (ϑ)(t− τ)D2M
s(Φτ (ϑ), [ξsτ (ϑ, ξ0) + w(Φτ (ϑ), ξsτ (ϑ, ξ0))]){[

Id+D2w(Φτ (ϑ), ξsτ (ϑ, ξ0))
]
Dr−2
ϑ ξsτ (ϑ, ξ0)

+D1w(Φτ (ϑ), ξsτ (ϑ, ξ0))Dr−2
ϑ Φτ (ϑ)

}
+ UsΦτ (ϑ)(t− τ)Y ξ

s,w
r−2 (τ, ϑ, ξ0)

}
dτ.
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Then by adding and subtracting terms and the triangle inequality and with calcu-
lations similar to those leading to (3.68) we obtain

Lipθ
(
Dr−2
θ Fs[ξs, w](t, θ, ξ0)

∣∣
X
⊗(r−2)
c ,XsΦt(θ)

)
≤ Che−[β1−(r−1)(β+

3 +ε
1
4r )]t‖ξ0‖Xsθ .

This finishes the verification of Fs[Qδ ×R1] ⊂ Qδ.
Next we will prove Fcu[Qδ × R1] ⊂ R1. The estimates about Fcu[ξs, w](θ, ξ0)

and Dξ0(Fcu[ξs, w](θ, ξ0)) are the same as the one in the proof of Theorem 3.1 and
we omit the details.

To estimate Di
ξ0

(Fcu[ξs, w](θ, ξ0)), for 2 ≤ i ≤ r− 1, we note that (from (3.60)),
it can be written in the form

(3.70)

Di
ξ0(Fcu[ξs, w])(θ, ξ0) =

−
∫ ∞

0

UsΦt(θ)(−t)
[
D2M

s(Φt(θ), [ξst (θ, ξ0), w(Φt(θ), ξst (θ, ξ0))])

[Id+D2w(Φt(θ), ξst (θ, ξ0))]Di
ξ0ξ

s
t (θ, ξ0) + P ξ

s,w
i (t, θ, ξ0)

]
dt,

where P ξ
s,w
i (t, θ, ξ0) is a sum of monomials like the one Rξ

s,w
i (τ, θ, ξ0) in (3.64).

Then, applying arguments similar to those used to get (3.66) we obtain

‖Di
ξ0(Fcu[ξs, w])(θ, ξ0)‖(Xsθ )⊗i,Xcuθ

≤ 1, 2 ≤ i ≤ r − 1.

The only thing that remains to do is to estimate the derivative of Fcu[ξs, w](θ, ξ0)
in θ. From (B.20) we get, (1 ≤ j ≤ r − 2)

Dj
θFcu[ξs, w](θ, ξ0)

=−
∫ ∞

0

[
[DθU

cu
Φt(θ)

(−t)]M cu(Φt(θ), [ξst (θ, ξ0), w(Φt(θ), ξst (θ, ξ0))])

+ U cuΦt(θ)
(−t)D1M

cu(Φt(θ), [ξst (θ, ξ0), w(Φt(θ), ξst (θ, ξ0))])Dj
θΦt(θ)

+ U cuΦt(θ)
(−t)D2M

s(Φt(θ), [ξst (θ, ξ0), w(Φt(θ), ξst (θ, ξ0))]){[
Id+D2w(Φt(θ), ξst (θ, ξ0))

]
Dj
θξ
s
t (θ, ξ0)

+D1w(Φt(θ), ξst (θ, ξ0))Dj
θΦt(θ)

}
+ U cuΦt(θ)

(−t)Eξ
s,w
i (t, θ, ξ0)

]
dt.

Using calculations similar to those used to obtain (3.68), we get

‖Dj
θFcu[ξs, w](θ, ξ0)‖X⊗jc ,Xcuθ

≤ ‖ξ0‖2Xsθ , 1 ≤ j ≤ r − 2.

With the similar discussions we can obtain the estimate about the Lipschitz con-
stant, we omit the details. That is, we have proved that Fcu[Qδ × R1] ⊂ R1.
Together with the discussions about Fs we know that F [Qδ ×R1] ⊂ [Qδ ×R1].

(Step 2) F is a contraction in Qδ ×R1 under the d−distance defined in (3.39).
The calculations of this part is the same as the one in the whiskered torus case
since we adopt the same metric, we omit the details.

Then from the contraction fixed theorem we know that there is a unique solution
of (3.58), (ξs, w), which is in the C0 closure of Qδ ×R1. Note that (ξs, w) can be
written as

(ξs, w) = lim
n→∞

F (n)[0, 0](t, θ, ξ0),
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where
F (2)[0, 0](t, θ, ξ0) = F [Fs[0, 0],Fcu[0, 0]](t, θ, ξ0)

= (F (2)
s [0, 0](t, θ, ξ0),F (2)

cu [0, 0](θ, ξ0)).

Since F
(n)
cu [0, 0](θ, ξ0) ∈ R1, from Lemma 3.1 and the definition of R1 we know

that the function w is Cr−2+Lip derivatives in the variable θ. Moreover, since w is
in the C0 closure of R1, w is also Cr−2+Lip derivatives in the variable ξ0. That is w
is Cr−2+Lip derivatives in the both variables θ and ξ0. The discussions above imply
that w satisfies the second and third conclusions of the Theorem 3.3.

4. Applications

This section is devoted to an application of Theorem 3.1 to the concrete equa-
tions: Boussinesq equation and complex Ginzburg-Landau equation.

4.1. The Boussinesq equation. The Boussinesq equation, introduced in [Bou72]
as model for water waves (but since considered as a model for other problems) was
one of the main examples in [dlL09, dlLS18].

(4.1) utt = µuxxxx + uxx + (u2)xx, t ∈ R, x ∈ T.

In the applications to water waves, µ > 0, which makes the equation ill-posed. This
is the only case we will consider in this paper.

We will consider, as in the above papers, the equation (4.1) supplemented by the
periodic boundary conditions u(t, x+ 1) = u(t, x), so that x ∈ T. It is standard to
write equation (4.1) as a first order system, which fits our formalism.

(4.2) ż = Aµz +N (z)

with

Aµ =
(

0 1
∂2
x + µ∂4

x 0

)
and

N (z) = (0, ∂2
xu

2).

4.1.1. Choice of Spaces. We first discuss the suitable phase spaces.
For ζ > 0 and r ∈ N, we denote by Hζ,r the analytic functions u from Tζ (ζ > 0)

to C with the Fourier expansion u(x) =
∑
k∈Z ûke

2πikx such that the norm

(4.3) ‖u‖2ζ,r =
∑
k∈Z
|ûk|2 exp(4πζ|k|)(|k|2 + 1)r

is finite.
The fact that we are considering x ranging on the torus is equivalent to the fact

that we are restricting ourselves to periodic functions. That is, we are supplement-
ing (4.1) with periodic boundary conditions. It is very standard in the theory of
evolutionary equations that the spatial boundary conditions are formulated as the
choice of the space of functions considered.

For any ζ > 0 and r ∈ N the space
(
Hζ,r, ‖· ‖ζ,r

)
is a Hilbert space.

In [dlLS18], it was shown that

(4.4) X = Hζ,r ×Hζ,r−2 Y = Hζ,r ×Hζ,r−2

for r > 5/2 is a space in which we can verify the regularity of the non-linearity.
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One can also consider the evolution defined subspaces of the above spaces con-
sisting of functions with symmetries preserved by the equation

(4.5)
∫ 1

0

z(· , x)dx = 0,
∫ 1

0

∂tz(· , x)dx = 0, z(· , x) = z(· ,−x).

For the results in [dlLS18], which involve non-degeneracy conditions considering
subspaces makes a big difference, but for our results it does not and our results
apply for the equation (4.1) defined in the whole space of function or in the space
of functions with symmetries.

An elementary calculation (detailed in [dlLS18]) shows that the operator Aµ

acting in X has discrete spectrum

(4.6) λ2
k = −4π2k2(1− 4µπ2k2)

and that the eigenvectors are exponentials. The spectrum has a finite number of
purely imaginary eigenvalues and the other eigenvalues have multiplicity 1 in the
spaces with symmetry or multiplicity 2 in spaces without the symmetry. Note also
that, because of the Hamiltonian structure of the original equation the spectrum is
symmetric under reflection around 0.

Hence, for any −β1 < −β−3 < 0 < β+
3 < β2 such that none of them is

an eigenvalue, we can choose the invariant spaces corresponding to the spectral
subspaces corresponding to the sets Re(λk) ∈ (∞,−β1], Re(λk) ∈ [−β−3 , β

+
3 ],

Re(λk) ∈ [β2,∞). The spectral non-degeneracy is easy to verify in our case since
the evolution generated by A is diagonal in the basis of Fourier coefficients, the
invariant spaces are selected by the real part of the eigenvalues.

Remark 4.1. Note that we are not assuming that the center spaces are exactly those
corresponding to the purely imaginary eigenvalues. It suffices that the absolute value
of the real part is smaller than that of the other eigenvalues. This includes the so-
called pseudo-stable and pseudo-unstable manifolds. Since these pseudo-(un)stable
manifolds are finite dimensional, it is possible to use finite dimensional arguments
to obtain finite dimensional stable manifolds inside the pseudo-(un) stable mani-
fold. The results here provide infinite dimensional stable manifolds to these finite
dimensional stable manifolds inside the pseudo-stable manifold.

With these choices, it is easy to verify the spectral assumptions using that the
partial evolutions are diagonal in Fourier spaces. More detailed calculations about
the smoothing properties are in [dlLS18].

Remark 4.2. In the symplectic case, it is natural to choose β1 = β2, β+
3 = β−3 .

To produce the quasi-periodic solutions in [dlLS18], one chooses β±3 very close to
0. In that case the center manifolds we produce are proper center manifolds.

Once we have identified the phase space, the quasiperiodic solutions will be
analytic functions from Tdρ (for some ρ > 0) into X.

4.1.2. Verifying the smoothing properties of the partial evolutions of the lineariza-
tion around bounded solution. We now come to verifying the assumptions on the
evolution operators and their smoothing properties. We have:
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Lemma 4.1. [dlLS18] The operator Aµ generates semi-groups of operators Us,u(t)
in positive and negative times and a group operator U c(t) for all times. Further-
more, the following estimates hold:

‖Us(t)‖Y,X ≤ Ch
e−β1t

tα1
, t > 0,

‖Uu(t)‖Y,X ≤ Ch
e−β2|t|

|t|α2
, t < 0,

‖U c(t)‖Y,X ≤ Cheβ
+
3 |t|, t ≥ 0,

‖U c(t)‖Y,X ≤ Cheβ
−
3 |t|, t < 0,

‖Us(t)‖X,X ≤ C1e
−β1t, t > 0,

‖Uu(t)‖X,X ≤ C2e
−β2|t|, t < 0,

‖U c(t)‖X,X ≤ Cheβ
+
3 |t|, t ≥ 0,

‖U c(t)‖X,X ≤ Cheβ
−
3 |t|, t < 0.

where β1 > β−3 > 0, β2 > β+
3 > 0, α1, α2 ∈ [0, 1) and Ch > 1 is a constant only

depends on µ.

Since the norm in X is a combination of the modulus of the Fourier coefficients
and the partial evolutions are just multiplication of the Fourier coefficients by a
time dependent factor, the norm of the evolution is bounded by the suprema of the
multiplication factors.

4.2. The complex Ginzburg-Landau equation. The complex Ginzburg-Landau
equation:

(4.7)
ut = νu+ (b1 + ib2)4u+ |u|2ux, t ∈ R, x ∈ Td

= Aν,bu+N (u)

where 4 is the Laplace operator and

Aν,b = ν + (b1 + ib2)4, N (u) = |u|2ux.

4.2.1. Choice of Spaces. For the system (4.7), it is natural to consider the space for
ζ > 0 and r > 3/2 we take the space

(4.8) X = Hζ,r, Y = Hζ,r−1.

By the Banach algebra property of the scale of spaces Hζ,r when r > 1/2 and the
particular form of the nonlinearity, we have the following proposition (see [dlL09]).

Proposition 4.1. The nonlinearity N is C∞ from Hζ,r into Hζ,r−1 when r > 3/2.

Proof. We note that the function u→ u is linear and bounded from Hζ,r to Hζ,r,
the function u → ū is bounded (anti-linear) from Hζ,r to Hζ,r and the function
u → ux is bounded from Hζ,r to Hζ,r−1. Then, the nonlinearity N : u 7→ uūux
is the project of the three operators. Obviously, Hζ,r−1 is a Banach algebra when
r > 3/2, so the linearity N is C∞ from Hζ,r into Hζ,r−1 when r > 3/2.

Note that the nonlinearity is not complex analytic because of the anti-linear
complex conjugate, but it is real analytic.
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4.2.2. Linearization around the whiskered tori. AssumeK(θ), θ ∈ Tdρ, is the quasiperi-
odic solution of (4.7), then A(θ) = Aν,b +DN (K(θ)).

We need to study the eigenvalue properties of A(θ). We first study the eigenvalue
problem of Aν,b for U ∈ X,σ ∈ C

Aν,bU = σU.

This leads to the following formula for eigenvalues

(4.9) σk = ν − (b1 + ib2)(2π)2|k|2, k ∈ Zd.

We assume (4.7) is ill-posed, i.e. b1 < 0. To consider the most complicated case,
i.e., the operator Aν,b possesses both hyperbolic spectrum and center spectrum,
we assume ν < −1 and (1 + ν) < b̂1 < 0, where b̂1 ≡ b1(2π)2 and [k+] ≥ 2, with
k+ = ν+1

b̂1
and [k+]) being the integer part of k+.

Lemma 4.2. For ν < −1, (1 + ν) < b̂1 < 0, and [k+] ≥ 2, the operator Aν,b has
discrete spectrum in X. Furthermore, we have the following:

The center spectrum of Aν,b consists of a finite number of eigenvalues and the
dimension of the center subspace is even.

The hyperbolic spectrum is well separated from the center spectrum.

Proof. The real parts of eigenvalues of Aν,b are Reλk = ν − b̂1|k|2, (ν < −1 and
(1 + ν) < b̂1 < 0). Denote k+ = ν+1

b̂1
, k− = ν−1

b̂1
and k∗ = ν

b̂1
, so (note that |k|2 are

integer numbers)

Reλk = ν − b̂1|k|2 ≤ −1 + b̂1, k ∈ J1 ≡ {k : |k|2 ≤ [k+]− 1},

Reλk = ν − b̂1|k|2 > 1, k ∈ J2 ≡ {k : |k|2 ≥ [k−] + 1},

Reλk = ν − b̂1|k|2 ∈ (0, 1], k ∈ J3 ≡ {k : [k∗] < |k|2 ≤ [k−]},

and

Reλk = ν − b̂1|k|2 ∈ (−1 + b̂1, 0], k ∈ J4 ≡ {k : [k+] ≤ |k|2 ≤ [k∗]}.

As J3, we have the following:
I): If [k∗] = [k−], then J3 ≡ ∅. That is there is no spectrum belongs to (0, 1].
II): If [k∗] + 1 = [k−], then J3 ≡ {k : |k|2 = [k−]}.
III): If [k∗] + 1 < [k−], then J3 ≡ {k : [k∗] + 1 ≤ |k|2 ≤ [k−]}.
Obviously, the operator Aν,b has discrete spectrum in X. When k belongs to

J1∪J2 and J3∪J4, λk is the hyperbolic spectrum and center spectrum, respectively.
Then center spectrum of Aν,b consists in a finite number of eigenvalues and the
dimension of the center subspace is even, moreover, the hyperbolic spectrum is well
separated from the center spectrum.

4.2.3. Verifying the smoothing properties of the partial evolutions of the lineariza-
tion around bounded solution. We now come to the evolution operators and their
smoothing properties. We have:

Lemma 4.3. For ν < −1 and (1 + ν) < b̂1 < 0, the operator Aν,b generates semi-
group operators Us,u in positive and negative times and group operator U c in R.
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Furthermore, the following estimates hold

‖Us(t)‖Y,X ≤ Ch
e−β1t

tα1
, t > 0,

‖Uu(t)‖Y,X ≤ Ch
e−β2|t|

|t|α2
, t < 0,

‖U c(t)‖Y,X ≤ Cheβ
+
3 |t|, t ≥ 0,

‖U c(t)‖Y,X ≤ Cheβ
−
3 |t|, t ≤ 0,

‖Us(t)‖X,X ≤ Che−β1t, t > 0,

‖Uu(t)‖X,X ≤ Che−β2|t|, t < 0,

‖U c(t)‖X,X ≤ Cheβ
+
3 |t|, t ≥ 0,

‖U c(t)‖X,X ≤ Cheβ
−
3 |t|, t ≤ 0,

where

β1 = −ν + (b̂1 − b∗)
{

[k+]− 1
}
, β−3 = −ν + b̂1[k+], β2 = ν − (b̂1 + b∗∗)

{
[k−] + 1

}
,

β+
3 = ν − b̂1[k−], α1 = α2 =

1
2
,

(4.10)

Ch > 1 is a constant only depends on ν, b̂1 with

(4.11) 0 < b∗ <
−b̂1

[k+]− 1
, 0 < b∗∗ <

−b̂1
[k−] + 1

.

Proof. Assume u ∈ Hζ,r−1 with the Fourier expansion

u =
∑
k∈Zd

ûk exp(i2π〈k, x〉)

and the norm

‖u‖2Hζ,r−1 =
∑
k∈Zd

|ûk|2 exp(4πζ|k|)(|k|2 + 1)r−1.

Then

Us(t)u =
∑
k∈J1

eλktûk exp(i2π〈k, x〉),

so we have

(4.12)

‖Us(t)u‖2Hζ,r =
∑
k∈J1

|eλktûk|2 exp(4πζ|k|)(|k|2 + 1)r,

=
∑
k∈J1

|e2λkt|(|k|2 + 1)|ûk|2 exp(4πζ|k|)(|k|2 + 1)r−1

≤ sup
k∈J1

e2(ν−b̂1|k|2)t(|k|2 + 1)‖u‖2Hζ,r−1 , t > 0.
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For supk∈J1
e2(ν−b̂1|k|2)t(|k|2 + 1) we have the following,

sup
k∈J1

e(ν−b̂1|k|2)t(|k|2 + 1)
1
2 ≤ 2 sup

k∈J1

e[ν−(b̂1−b∗)|k|2]t|t|− 1
2 [e−b∗|k|

2|t||k||t| 12 ]

≤ 2|t|− 1
2 e−[−ν+(b̂1−b∗){[k+]−1}t sup

z∈R+
e−b∗z

2
z

≤
√

2√
b∗e
|t|− 1

2 e−β1t, t > 0.

That is

‖Us(t)u‖Hζ,r ≤
√

2√
b∗e
|t|− 1

2 e−β1t‖u‖Hζ,r−1 , t > 0,

so

‖Us(t)‖Hζ,r−1,Hζ,r ≤
√

2√
b∗e
|t|− 1

2 e−β1t, t > 0.

Similarly, we also have

‖Uu(t)‖Hζ,r−1,Hζ,r ≤
√

2√
b∗∗e
|t|− 1

2 e−β2|t|, t < 0.

For the center space which k ∈ J3, i.e. Reλk ∈ [0, 1), we just consider the evolution
U c(t) in the case t ≥ 0 for the case t ≤ 0 is dominated by this case. Since Y c = Xc,
we have

‖U c(t)‖Hζ,r,Hζ,r ≤ Cν,b1eβ
+
3 t, t ≥ 0.

Similarly, for the center space which means k ∈ J4, i.e. Reλk ∈ (−1, 0] we just
consider the evolution U cθ (t) in the case t ≤ 0. We have

‖U c(t)‖Hζ,r,Hζ,r ≤ Ĉν,b1eβ
−
3 |t|, t ≤ 0.

Easily, we obtain
‖Us(t)‖Hζ,r,Hζ,r ≤ e−β1t, t > 0,

‖Uu(t)‖Hζ,r,Hζ,r ≤ e−β2|t|, t < 0.

Denote Ch = max{1, Cν,b1 , Ĉν,b1 ,
√

2√
b∗e
,
√

2√
b∗∗e
}, then from the discussions above we

finish the proof of this Lemma.
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Appendix A. Persistence of the splitting and smoothing properties
under small perturbations

In this Appendix, we present a proof of the stability of splittings and smoothing
properties (SD1) for a single bounded orbit. This is a concept of hyperbolicity
suited to dealing with unbounded perturbations, so that we use the two-spaces
approach of [Hen81]. Hence, we need bounds on the evolution as considered as
operators in several spaces. Compared with [dlLS18], we have found it useful to
add bounds from X to X which were not used there.

The arguments are similar (but not identical) to those in [dlLS18] for the similar
case of splittings near quasi-periodic orbits. The main difference is that [dlLS18]
also had to include a discussion of the analyticity in θ, but that it did not consider
the property (SD1.2’). At the end, we will indicate the (minor) changes needed
to obtain the corresponding results for center manifolds. Roughly, we just need
to obtain the regularity with respect to parameters. For a fixed orbit, the result
presented here is based on a contraction argument. Once we have uniform contrac-
tion and some regularity of the problem in parameters, the result of differentiability
follows by variants of the contraction mapping argument with parameters (the fiber
contraction theorem).

Lemma 1.1. Assume that K(t), t ≥ 0 is a fixed bounded solution of (2.1) and
{A(t)}t∈[0,∞) is a family of linear maps defined by (3.6) which satisfies the (SD1).

Let {Ã(t)}t∈[0,∞) be another family of linear maps such that ‖Ã(t) − A(t)‖X,Y
is small enough. Then there exists a family of splittings

X = X̃s
t ⊕ X̃c

t ⊕ X̃u
t ,

which is invariant under the linearized equations. That is there exist cocycles sat-
isfying

(A.1) d

dt
Ũτ (t) = Ã(τ + t)Ũτ (t)

and

(A.2) Ũs,c,uτ (t)X̃s,c,u
τ = X̃s,c,u

τ+t .

We denote Π̃s,c,u
t and Π̃s,c,u

t the projections in the X space associated to the above
two splittings. Then, there exist

(A.3) β̃1, β̃2, β̃
+
3 , β̃

−
3 > 0, α̃1, α̃2 ∈ [0, 1)

and C̃h > 1 independent of t satisfying

(A.4) β̃−3 < β̃1, β̃+
3 < β̃2

and such that the splitting is characterized by the following rate conditions:

(A.5)

‖Ũsτ (t)‖Y,X ≤ C̃h
e−

eβ1t

teα1
, τ, t ≥ 0,

‖Ũuτ (t)‖Y,X ≤ C̃h
e−

eβ2|t|

|t|eα2
, τ ≥ 0, t ≤ 0,

‖Ũ cτ (t)‖Y,X ≤ C̃he
eβ+
3 t, τ ≤ 0, t ≥ 0,

‖Ũ cτ (t)‖Y,X ≤ C̃he
eβ−3 |t|, τ ≥ 0, t ≤ 0,
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and

(A.6)

‖Ũsτ (t)‖X,X ≤ C̃he−
eβ1|t|, τ, t ≥ 0,

‖Ũuτ (t)‖X,X ≤ C̃he−
eβ2|t|, τ ≥ 0, t ≤ 0,

‖Ũ cτ (t)‖X,X ≤ C̃he
eβ+
3 t, τ ≤ 0, t ≥ 0,

‖Ũ cτ (t)‖X,X ≤ C̃he
eβ−3 |t|, τ ≥ 0, t ≤ 0.

Furthermore, the following estimates hold

(A.7)

‖Π̃s,c,u
t −Πs,c,u

t ‖Y,Y ≤ C‖Ã−A‖
1
2
X,Y ,

|β̃i − βi| ≤ C‖Ã−A‖
1
2
X,Y , i = 1, 2, 3±,

α̃i = αi, i = 1, 2,

|C̃h − Ch| ≤ C‖Ã−A‖
1
2
X,Y .

Remark 1.1. In the applications of this paper, we will just use Lemma 1.1 with
A(t) = A which admits a smoothing hyperbolic splitting and Ã(t) = A+DN (K(t)).
Similar results were obtained in [dlLS18]. The results in [dlLS18] were more precise
(and had a more complicated proof) because in [dlLS18], the results were part of an
iterative process and, therefore, had to be very quantitative. In our case we just
need to apply the result once. Since we fixed the angle variable θ and will not need
to consider the analytic regularity with respect to it.

Proof. The idea of the proof is very similar to the one in the proof of Lemma 6.1
in [dlLS18], but to made this paper easily to read we still give the the details.

A.1. Construction of the invariant splitting. We need to find the invariant
subspaces for the linearized evolution equation (A.1). We just concentrate on the
stable subspace since the theory for the other bundles is similar. First, we will
characterize the initial conditions of the linearized evolution equation (A.1) that
lead to a forward evolution which is a contraction. By formulating the new space
as the graph of a bundle map M covering the identity from Bs to Bcu and by for-
mulating another equation for the evolution, we get two coupled equations (one for
the space and the other one for the evolution). These two equations are formulated
as fixed point problem that can be solved by a variation of the contraction mapping
principle.

We proceed first to formulate the fixed point equation which encodes both that
the partial evolutions can be defined in the spaces and that the partial evolution
keep them invariant. We start from the initial time τ = 0 and the initial condiftion
K(0).

The (A.1) can be rewritten as

(A.8) d

dt
W0(t) = Ã(t)W0(t) = A(t)W0(t) +B(t)W0(t)

with B(t) = Ã(t)−A(t). Denote ε = ‖Ã−A‖X,Y = ‖B‖X,Y which we will assume to
be small. Since we assume that (2.1) is ill-posed, so (A.8) may not define solutions
for all initial values. We just need to construct the forward solutions. We compute
the evolution of the projections of Wσ

0 (t) along the invariant bundles Xσ
t by the

linearized equation when B = 0. For σ = s, c, u we have:
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(A.9) d

dt
Πσ
tW0(t) = Aσ(t)Πσ

tW0(t) + Πσ
t B(t)W0(t).

Our next goal is to try to find a subspace, X̃s
t , in which the solutions of (A.9)

can be defined forward in time. We assume that this space where solutions can be
defined is given as the graph of a linear function Gt from Xs

t to Xcu
t , i.e.

X̃s
t = {W s

0 (t) +GtW
s
0 (t)| W s

0 (t) ∈ Xs
t },(

that is, we introduce the notation

W cu
0 (t) = Πcu

t W0(t),W s
0 (t) = Πs

tW0(t)
)
.

We will assume that the solutions of (A.9) have the form

W cu
0 (t) = GtW

s
0 (t).

Give any T > 0, for (A.9), from Duhamel’s formula we get

W s
0 (t) = E1(N,G)(t)

= Us0 (t)W s
0 (0) +

∫ t

0

Usτ (t− τ)Bs(τ)(Id+Gτ )W s
0 (τ)dτ, 0 ≤ t ≤ T,

M0W
s
0 (0) = E1(N,G)(T ) = U cuT (−T )GTW s

0 (T )

−
∫ T

0

U cut (−t)Bcu(t)(Id+Gt)W s
0 (t)dt.

Assume that W s
0 (t) = N(t)W s

0 (0). Obviously, N(t) is the linear operator and
N(0) = Id. Then the above equation can be rewritten as

N(t) = E1[N,G](t) = Us0 (t) +
∫ t

0

Usτ (t− τ)Bs(τ)(Id+Gτ )N(τ)dτ, 0 ≤ t ≤ T,

G0 = E2[N,G](0) = U cuT (−T )GTN(T )−
∫ T

0

U cut (−t)Bcu(t)(Id+Gt)N(t)dt.

From the definition of V, we take the limit T → ∞ for the RHS of the second
equation of the above system and obtain

(A.10)
N(t) = E1[N,G](t) = Us0 (t) +

∫ t

0

Usτ (t− τ)Bs(τ)(Id+Gτ )N(τ)dτ,

G0 = E2[N,G](0) = −
∫ ∞

0

U cut (−t)Bcu(t)(Id+Gt)N(t)dt.

We regard (A.10) as the equations for the two unknowns G and N, where G and
N are the functions of t. We will obtain G and N as the fixed point of operator,
E = (E1, E2), defined by the RHS of (A.10). For a fixed t, N(t) is a bundle map
covering the advance by t on the base, i.e. τ → τ + t. What we need to do is just
to prove the operator E is a contraction, to do this we need to define the spaces on
which E acts and the distances that make it a contraction.
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A.2. Definition of spaces. For δ > 2Ch and β−3 < β < β1 we denote

V =
{

(N,G) : R+ 3 t 7→ (Nt, Gt) ∈ (L (Xs
0 , X

s
t ),L (Xs

t , X
cu
t )),

‖N‖(βC0 ≤ δ, ‖G‖C0 ≤ ε 1
2

}
.

where

(A.11)

‖N‖(βC0 = sup
t∈[0,∞)

‖Nt‖Xs0 ,Xst e
βt,

‖G‖C0 = sup
t∈[0,∞)

‖Gt‖Xst ,Xcut ,

‖(N,G)‖C0 = max{‖N‖(βC0 , ‖G‖C0}

and the induced metric on V is also the d−distance defined in (3.39) with ‖(·1, ·2)‖C0

defined in (A.11) for the function (N,G) ∈ V.

A.3. Elementary estimates. We also separate the proof into two steps, EV ⊂ V
(Step 1) and then E is a contraction in V (Step 2 ).

(Step 1): EV ⊂ V. From δ > 2Ch and the smallness of ε we obtain

‖Us0 (t) +
∫ t

0

Usτ (t− τ)Bs(τ)(Id+Gτ )N(τ)dτ‖L (Xs0 ,X
s
t )e

βt

≤ Che−(β1−β)t + 2Chεeβt
∫ t

0

e−β1(t−τ)(t− τ)−α1‖N(τ)‖(βL (Xs0 ,X
s
τ )e
−βτdτ

≤ Che−(β1−β)t + 2Chε
( 1
β1 − β

+
1

1− α1

)
‖N‖(βC0

≤ Ch + 2Chε
( 1
β1 − β

+
1

1− α1

)
δ

≤ δ,

that is ‖E1[N,G]‖(βC0 ≤ δ. Similarly for E2, from the smallness of ε, we get∥∥∥− ∫ ∞
0

U ct (−t)Bc(t)(Id+Gt)N(t)dt
∥∥∥
C0

≤ 2Chε
∫ ∞

0

eβ
−
3 t‖N(t)‖(βL (Xs0 ,X

s
t )e
−βtdt

≤ 2Chεδ
β − β−3

≤ ε 1
2 ,

and ∥∥∥− ∫ ∞
0

Uut (−t)Bu(t)(Id+Gt)N(t)dt
∥∥∥
C0

≤ 2Chε
∫ ∞

0

e−β2tt−α2‖N(t)‖(βL (Xs0 ,X
s
t )e
−βtdt

≤ 2Chεδ
( 1
β + β2

+
1

1− α2

)
≤ ε 1

2 ,
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that is ‖E2[N,G]‖C0 ≤ ε 1
2 . The discussions above yield EV ⊂ V.

(Step 2): E is a contraction in V. Take any (N,G), (Ñ , G̃) ∈ V we obtain

E1[N,G](t)− E1[Ñ , G̃](t)

=
∫ t

0

Usτ (t− τ)Bs(τ)
[
(Id+Gτ )N(τ)− (Id+ G̃τ )Ñ(τ)

]
dτ.

Then from the triangle inequality we obtain∥∥∥∥ ∫ t

0

Usτ (t− τ)Bs(τ)
[
(Id+Gτ )N(τ)− (Id+ G̃τ )Ñ(τ)

]
dτ

∥∥∥∥
L (Xs0 ,X

s
t )

eβt

≤ Chε
(
‖N − Ñ‖(βC0(1 + ‖G‖C0) + ‖Ñ‖(βC0‖G− G̃‖C0

)
·
∫ t

0

e−(β1−β)(t−τ)(t− τ)−α1dτ

≤ 2Chδε
( 1
β1 − β

+
1

1− α1

)
‖(N − Ñ ,G− G̃)‖C0 ,

that is

‖E1[N,G]− E1[Ñ , G̃]‖(βC0 < 2Chεδ
( 1
β1 − β

+
1

1− α1

)
‖(N − Ñ ,G− G̃)‖C0 .

Similarly, we get

‖E2[N,G]− E2[Ñ , G̃]‖C0 < 2Chδεc1‖(N − Ñ ,G− G̃)‖C0 .

with c1 = max
{

1
β−β−3

, 1
β2+β + 1

1−α2

}
. Then we obtain

d
(
E [N,G], E [Ñ , G̃]

)
< cd

(
(N,G), (Ñ , G̃)

)
,

where c = 2Chεδκ with

κ = max
{

1
β1 − β

+
1

1− α1
,

1
β − β−3

,
1

β2 + β
+

1
1− α2

}
.

From the smallness of ε we know 0 < c < 1, that is E is a contraction in V. Therefore,
with the above choices we can obtain the solution of (A.10), (N(t), Gt), in the C0

closure of V which yields a forward evolution and that the graph is invariant under
this evolution.

Then we obtain the stability of the splittings X̃s
t and X̃cu

t . Similarly we get the
stability of the splittings X̃u

t and X̃cs
t . Then X̃c

t = X̃cu
t

⋂
X̃cs
t . Above all we get the

stability of the splittings X = X̃s
t ⊕ X̃c

t ⊕ X̃u
t .

A.4. Estimates on the projections. To get the bounds for the projections we
use the same argument as in [FdlLS09]. We only give the argument for the stable
subspace. Let Gcut be the linear map whose graph gives X̃cu

t . We write

Πs
tξ = (ξs, 0), Π̃s

tξ = (ηs, Gtηs),

Πcu
t ξ = (0, ξcu), Π̃cu

t ξ = (Gcut η
cu, ηcu),

then
ξs = ηs +Gcut η

cu, ξcu = Gtη
s + ηcu.
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Since Gt and Gcut are O(ε) in L(X;X) we can write

(A.12)
(
ηs

ηcu

)
=

Id, Gcut

Gt, Id

−1(
ξs

ξcu

)
.

So

‖Π̃s
t −Πs

t‖Xst ,Xst = sup
(0,ξ)∈Bs,‖ξ‖X≤1

‖(Π̃s
t −Πs

t )ξ‖Xst ≤ ‖η
s − ξs, Gtηs‖Xst ≤ ε

1
2 .

Analogously, we obtain the estimates about the two other subspaces (center space
and the unstable space), we omit the details.

A.5. Stability of the smoothing hyperbolic properties. In this step, we will
prove that under the lower order perturbations the smoothing properties of the
cocycles are preserved. That is, we show that if we define the evolutions in the
invariant spaces constructed above, they satisfy the bounds of the form in (A.5)
and (A.7) just with slightly worse parameters. The paper [dlLS18] presented an
slightly different argument with more precise estimates that were needed because
this would be applied infinitely many times in [dlLS18]. We just give the estimate
about the stable case since the unstable case is studied in the same way, just
reversing the direction of time.

From (A.10) we know that W s
0 (t) satisfies

W s
0 (t) = Us0 (t) +

∫ t

0

Usz (t− z)(Ã−A)s(z)(Id+Gz)W s
0 (z)dz.

Using the Grönwall’s inequality [Hal09] and noting that (W s
0 , G) ∈ V, we obtain

‖W s
0 (t)‖Y,X = ‖Us0 (t) +

∫ t

0

Usz (t− z)(Ã−A)s(z)(Id+Gz)W s
0 (z)dz‖Y,X

≤ ‖Us0 (t)‖Y,X +
∥∥∥∫ t

0

Us0 (t− z)(Ã−A)s(z)(Id+Gz)W s
0 (z)dz

∥∥∥
Y,X

≤ Che−β1tt−α1 + 2
∫ t

0

Chεe
−β1(t−z)(t− z)−α1‖W s

0 (z)‖Y,Xdz

≤ Che−β1tt−α1 + 2C2
hε

∫ t

0

e−β1zz−α1e−β1(t−z)(t− z)−α1eβ(z)dz,

where β(z) =
∫ t
z
Chεe

−β1(t−s)(t− s)−α1ds, for this integral we have

β(z) =
∫ t

z

Chεe
−β1(t−s)(t− s)−α1ds

= Chε

∫ t−z

0

e−β1ττ−α1dτ

≤ Chεt1−α1
( 1
β1

+
1

1− α1

)
.
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Then we have the following

‖W s
0 (t)‖Y,X ≤ Che−β1tt−α1 + 2C2

hεe
Chεt

1−α1
(

1
β1

+ 1
1−α1

)
e−β1t

∫ t

0

z−α1(t− z)−α1dz

≤ Che−β1tt−α1 + 2C2
hεe

Chεt
1−α1

(
1
β1

+ 1
1−α1

)
e−β1t

4t1−2α1

1− α1

= Che
−β1tt−α1 +

8C2
hε

1− α1
t1−α1eChεt

1−α1
(

1
β1

+ 1
1−α1

)
e−β1tt−α1 .

I: t ∈ [0, 1], then

‖W s
0 (t)‖Y,X ≤ Che−β1tt−α1 +

8C2
hε

1− α1
t1−α1eChεt

1−α1
(

1
β1

+ 1
1−α1

)
e−β1tt−α1

≤ Che−β1tt−α1 +
8C2

hε

1− α1
eChε

(
1
β1

+ 1
1−α1

)
e−β1tt−α1

= Ĉhe
−bβ1tt−bα1 ,

where

Ĉh = Ch +
8C2

hε

1− α1
eChε

(
1
β1

+ 1
1−α1

)
,

β̂1 = β1,

α̂1 = α1.

(A.13)

II: t ∈ (1,∞), then

‖W s
0 (t)‖Y,X ≤ Che−β1tt−α1 +

8C2
hε

1− α1
t1−α1eChεt

(
1
β1

+ 1
1−α1

)
e−β1tt−α1

= Che
−β1tt−α1 +

8C2
hε

1− α1
t1−α1e−ε

1
2 teChεt

(
1
β1

+ 1
1−α1

)
e−(β1−ε

1
2 )tt−α1

≤ Che−β1tt−α1 +
8C2

hε
1+α1

2

(1− α1)α1e1−α1
eChεt

(
1
β1

+ 1
1−α1

)
e−(β1−ε

1
2 )tt−α1

= Ĉhe
−bβ1tt−bα1 ,(

the last inequality is from

t1−α1e−ε
1
2 t ≤ ε−

1+α1
2 (1 + α1)1+α1e−(1+α1)

)
,

where

Ĉh = Ch +
8C2

hε
1+α1

2

(1− α1)α1e1−α1
,

β̂1 = β1 − ε
1
2 − Chε

( 1
β1

+
1

1− α1

)
,

α̂1 = α1.

(A.14)

From (A.13) and (A.14),

Ũs0 (t) = W s
0 (t) +GtW

s
0 (t)

and

‖Gt‖Xst ,Xcut ≤ ε
1
2 ,
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we know that

‖Ũs0 (t)‖Y,X ≤ C̃he−
eβ1tt−eα1(A.15)

with

C̃h ≤ (1 + ε
1
2 )Ĉh, β̃1 = β̂1, α̃1 = α̂1,

that is

|C̃h − Ch| ≤ cε
1
2 = c‖Ã−A‖

1
2
X,Y ,

|β̃1 − β1| ≤ Cε
1
2 = C‖Ã−A‖

1
2
X,Y ,

α̃1 = α1,

with

c =
8C2

h

(1− α1)α1
ε
α1
2 e−(1−α1) + Ĉh,

C = 1 + Chε
1
2
( 1
β1

+
1

1− α1

)
.

Similarly, we also obtain

‖Ũs0 (t)‖X,X ≤ C̃he−
eβ1t,

where C̃h and β̃1 are the ones in (A.15).

Appendix B. Existence of invariant hyperbolic smoothing splittings
in the center manifolds and their regularity

In this appendix, we prove that there are hyperbolic and smoothing invariant
splittings based on points in a center manifold and establish that they depend
regularly on the point on the manifold. We also prove smooth dependence on the
parameters related to the invariant splitting.

We will consider the “prepared” equations (see Section 3.3) and establish the
results for the center manifold corresponding to these prepared equations. We
recall that, the results may depend on the choice of the prepared equations. See
the observations at the end of Section 3.3.1.

We will be considering formal evolution of equations of the form:

u̇ = Au+N (u),

where A is as in (2.1) and N is nonlinear, unbounded and is of lower order than A.
Since we will be considering the prepared equations, we will assume that N :

X → Y is uniformly Cr(r ≥ 2) small.
In this situation [dlL09] established the existence of a uniformly Cr−1+Lip func-

tion w
w : Xc → Xs ⊕Xu

with w(0) = 0, Dw(0) = 0, such a way that

W ≡ {(θ, w(θ))| θ ∈ Xc}
is invariant under (2.1). Furthermore, the Cr−1+Lip−norm w can be as small as
desired by assuming the smallness of ‖N‖Cr .

The mapping
K : θ → (θ, w(θ))
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provides a Cr−1+Lip diffeomorphism of Xc into W. Note that we can assume that

(B.1) ‖DjK‖X⊗jc ,X ≤ η, 0 ≤ j ≤ r − 1

with η arbitrarily small. The invariance of W is equivalent to the existence of a
Cr−1+Lip vector field B on Xc such that

DK(θ)B(θ) = AK(θ) +N (K(θ)).

If Φt(θ) is the evolution of B in Xc, then u(t) = K(Φt(θ)) = (Φt(θ), w(Φt(θ))) are
solutions of the evolution equation (2.1).

The following Lemma 2.1 will be the main result in this Appendix. The novelty
of Lemma 2.1 is that we establish that the splitting depends regularly with respect
to the base point. Similar results are standard in the theory of invariant manifolds
[Fen72, Fen74]. Nevertheless, in our set up, most of the standard proofs, based on
the graph transform method do not work since the equations we consider are ill-
posed and we cannot iterate forward geometric objects. Indeed, part of our problem
consists precisely in choosing the initial conditions so that we can define the forward
evolution. We also establish smooth dependence on the base points for the evolution
operators in the splittings. We note that we obtain smooth dependence both as
operators X to X and as operators Y to X.

Of course, in the case of quasi-periodic solutions, we established that the de-
pendence on the base point was analytic (by using a very different proof). In the
present case, one does not expect that the dependence will be even C∞ since there
are finite dimensional examples where the dependence is only finitely differentiable.

Lemma 2.1. Assume that ‖N‖Cr(X,Y ) ≤ ε with ε small enough, and the parameters
β1, β2, β

±
3 , in (2.7), satisfy β1 > (r − 1)β+

3 + β−3 , β2 > (r − 1)β−3 + β+
3 . Then for

every θ ∈ Xc we can find a splitting

(B.2)
X = Xs

θ ⊕Xc
θ ⊕Xu

θ ,

Y = Y sθ ⊕ Y cθ ⊕ Y uθ

and a family of operators Uσθ (t), σ = s, c, u in such a way that
(SD2)

Uσθ (t) : Y σθ → Xσ
Φt(θ)

, σ = s, c, u

such that:
(SD2.1)The families Us,c,uθ (t) are cocycles satisfying

Us,c,uΦt(θ)
(z)Us,c,uθ (t) = Us,c,uθ (z + t), Us,c,uθ (0) = Id.

(SD2.2)The operators Us,c,uθ are smoothing in the time direction where they can
be defined (they map the Y spaces into the X spaces and they satisfy quantitative
estimates as indicated below).

There exist α̃1, α̃2 ∈ [0, 1), β̃1, β̃2, β̃
+
3 , β̃

−
3 > 0 with α̃1, α̃2 ∈ [0, 1), β̃1 > (r −

1)β̃+
3 + β̃−3 , β̃2 > (r − 1)β̃−3 + β̃+

3 and C̃h > 1 independent of θ such that the
evolution operators are characterized by the following rate conditions:

(B.3)
‖Usθ (t)‖Y,X ≤ C̃he−

eβ1tt−eα1 , t > 0,

‖Usθ (t)‖X,X ≤ C̃he−
eβ1|t|, t > 0.
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The evolution Us,c,uθ (t) operators solve the “variational” equation

(B.4)
d

dt
Uσθ (t) = A(Φt(θ))Uσθ (t),

= [A+DN (K ◦ Φt(θ))]Uσθ (t), Uσθ (0) = Id, σ = s, c, u.

Furthermore, the mapping θ → Uσθ (t) is Cr−2+Lip when we give the Uσθ (t) the
topology of L (Y sθ , X

s
Φt(θ)

), and for 1 ≤ j ≤ r − 2 we have
(B.5)

‖Dj
θU

s
θ (t)‖X⊗jc ,L (Xsθ ,X

s
Φt(θ)

) ≤ C̃hεe
−[eβ1−j(eβ+

3 +ε
1
4r )]t, t ≥ 0,

‖Dj
θU

s
θ (t)‖X⊗jc ,L (Y sθ ,X

s
Φt(θ)

) ≤ C̃hεe
−[eβ1−j(eβ+

3 +ε
1
4r )]tt−eα1 , t ≥ 0,

Lipθ
(
Dr−2
θ Usθ (t)

∣∣
X
⊗(r−2)
c ,L (Xsθ ,X

s
Φt(θ)

)

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]t, t ≥ 0,

Lipθ
(
Dr−2
θ Usθ (t)

∣∣
X
⊗(r−2)
c ,L (Y sθ ,X

s
Φt(θ)

)

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]tt−eα1 , t ≥ 0,

and
(B.6)

‖Dj
θU

s
Φτ (θ)(t)‖X⊗jc ,L (Y sΦτ (θ),X

s
Φt+τ (θ))

≤ C̃hεe−[eβ1−j(eβ+
3 +ε

1
4r )]t+j(eβ+

3 +ε
1
4r )τ t−eα1 , τ, t ≥ 0,

‖Dj
θU

s
Φτ (θ)(t)‖X⊗jc ,L (XsΦτ (θ),X

s
Φt+τ (θ))

≤ C̃hεe−[eβ1−j(eβ+
3 +ε

1
4r )]t+j(eβ+

3 +ε
1
4r )τ , τ, t ≥ 0,

Lipθ
(
Dr−2
θ UsΦτ (θ)(t)

∣∣
X
⊗(r−2)
c ,L (Xsθ ,X

s
Φt(θ)

)

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]t+(r−1)(eβ+

3 +ε
1
4r )τ , t ≥ 0,

Lipθ
(
Dr−2
θ UsΦτ (θ)(t)

∣∣
X
⊗(r−2)
c ,L (Y sθ ,X

s
Φt(θ)

)

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]t+(r−1)(eβ+

3 +ε
1
4r )τ t−eα1 , t ≥ 0,

where A
∣∣
X
⊗(r−2)
c ,L (Zsϑ,X

s
Φt(ϑ))

means that operator A ∈ L (X⊗(r−2)
c ,L (Zsϑ, X

s
Φt(ϑ)))

and ϑ = θ, Φτ (θ), Z = Y,X.

Remark 2.1. In the estimates for the operators we need only to estimate UsΦτ (θ)(t−
τ), 0 < τ < t (see (3.59)), but we have chosen to present estimates for UsΦτ (θ)(t)
with t, τ arbitrary positive numbers and the same sign. This allows to break the
estimates into two parts. In the cases of unstable and center,we will use similar
arguments but then t, τ will have opposite signs (see (3.60)).

Remark 2.2. As a useful mnemonic rule, we remark that LipθDr−2
θ A(θ) satisfies

the same bounds as ‖Dr−1
θ A(θ)‖ would satisfy in (B.5) and (B.6). As a matter

of fact, this mnemonic rule can be justified because to derive the bounds, we only
use the bounds for composition and bounded for the rules for product and sum of
the derivatives, which are also true for Lipschitz constant. This remak applies in
similar computations in this paper.

Before starting the proof of Lemma 2.1, we recall the following technical result
that will play a role in the future

Proposition 2.2. Let Φt(θ) be a semi-flow defined for positive t from Banach space
X to Banach space Y .

Assume that for all 1 ≤ j ≤ r − 1, we have

sup
t∈[0,1),θ∈X

‖Dj
θΦt(θ)‖X⊗j ,Y ≤ Ch <∞.
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If we assume that, for some β+
3 > 0, the inequality

(B.7) sup
θ∈X
‖DθΦt(θ)‖X,Y ≤ Cheβ

+
3 t, t ∈ [0,∞)

holds, then, we have, for all 1 ≤ j ≤ r − 1,

(B.8) sup
θ∈X
‖Dj

θΦt(θ)‖X⊗j ,Y ≤ Che
jβ+

3 ttj , t ∈ [0,∞).

If instead of assuming (B.7), we assume, β > 0,

(B.9) sup
θ∈X
‖DθΦt(θ)‖X,Y ≤ Che−βt, t ∈ [0,∞),

then, we have for all 1 ≤ j ≤ r − 1,

(B.10) sup
θ∈X
‖Dj

θΦt(θ)‖X⊗j ,Y ≤ Che
−βttj , t ∈ [0,∞).

Proof. This proposition is a particular case of [dlLW10, Lemma 5.2] which is proved
by an easy counting argument. �

Even if the results of Proposition 2.2 are enough for our purposes, we expect
that more elaborate proofs could get rid of the tj factors in (B.8) and (B.10). For
simplicity of notation we will prefer to deal only with exponentials, so we worsen
slightly the exponents and add a constant. That is, we state (B.8) and (B.10) as
(for the ε in Lemma 2.1)

(B.11) sup
θ∈X
‖Dj

θΦt(θ)‖X⊗j ,Y ≤ Che
−jε

−j
4r ej(β

+
3 +ε

1
4r )t, t ∈ [0,∞), 1 ≤ j ≤ r − 1,

and

(B.12) sup
θ∈X
‖Dj

θΦt(θ)‖X⊗j ,Y ≤ Che
−jε

−j
4r e−(β−ε

1
4r )t, t ∈ [0,∞) 1 ≤ j ≤ r − 1.

Proof of Lemma 2.1 We adopt the same method in Appendix A to get the results
of Lemma 2.1. Note that we can get (B.6) from (B.5) by applying Faa-di Bruno
formula (C.3), so, it is suffices to prove(B.5).

We take the unperturbed vector field as A and the perturbation vector field as
A + DN ◦K ◦ Φt(θ) for a fixed θ. (Recall that we are assuming that ‖DN‖Cr−1

is uniformly small because we are dealing with the “prepared” equation, we denote
‖DN‖Cr−1 ≤ ε.) Denote the operators generated by A as Uσ(t), σ = s, u, c, as in
(2.6)

(
hope there is no confusion with the operators Uσθ , σ = s, u, c, generated by

A(θ) = [A+DN (K ◦ Φt(θ))]
)
, that is

d

dt
Uσ(t) = AUσ(t), , σ = s, u, c, Uσ(0) = I.

Then with the same discussions to get (A.10) in Appendix A we get

(B.13)

Nθ(t) = Fs(N,G)(t, θ)

≡ Us(t) +
∫ t

0

T s(t− τ)Bs(K(Φτ (θ)))(Id+Gθ(τ))Nθ(τ)dτ,

G(θ) = Fcu(N,G)(0, θ)

≡ −
∫ ∞

0

U cu(−t)Bcu(K(Φτ (θ)))(Id+Gθ(t))Nθ(t)dt,
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where B = DN and Bs is the projection to the stable space and Bcu is the projec-
tion to unstable and center space.

In appendix A, we fixed θ and constructed the invariant splittings along the orbit
and the linearized evolution operators Uσθ showing that they were obtained as the
fixed point of some operators (defined by the RHS of (A.10)) that were contraction
in a supremum norm along the orbit. It is important for future reference that the
contraction properties of the operator depended only on norms of the perturbation
and that they are uniform in θ since we are using the prepared equations, which
we assumed that have a nonlinearity which is Cr−1 small. The desired result
Lemma 2.1 will be obtained by considering an analogous of (A.10) that considers
the dependence on θ (see (B.13) ).

Assume that the parameters β̃i, i = 1, 2, β̃±3 and α̃i, i = 1, 2, C̃h are the ones
in Lemma 1.1. That is β̃i = βi − ε

1
2 − Chε( 1

βi
+ 1

1−αi ), α̃i = αi, i = 1, 2, β̃±3 =

β±3 + ε
1
2 + Chε

β±3
and C̃h = (1 + cε

1
2 )Ch. Since we also assume β1 > (r − 1)β+

3 + β−3

and β1 > (r− 1)β−3 + β+
3 , by the smallness of ε we know that β̃1 > (r− 1)β̃+

3 + β̃−3
and β̃1 > (r − 1)β̃−3 + β̃+

3 .
For the operators Uσ(t), σ = s, u, c, by (2.7) we know that

(B.14)

‖Us(t)‖L (Y s,Xs) ≤ Che−β1tt−α1 ≤ Che−(eβ1+ε
1
2 )tt−eα1 , t ≥ 0,

‖Us(t)‖L (Xs,Xs) ≤ Che−β1t ≤ Che−(eβ1+ε
1
2 )t, t ≥ 0

‖Uu(t)‖L (Y u,Xu) ≤ Che−β2tt−α2 ≤ Che−(eβ2+ε
1
2 )tt−eα2 , t ≤ 0,

‖Uu(t)‖L (Xu,Xu) ≤ Che−β3t ≤ Che−(eβ3+ε
1
2 )t, t ≤ 0,

‖U c(t)‖L (Y c,Xc) ≤ Cheβ
+
3 t ≤ Che(eβ+

3 −ε
1
2 )t, t ≥ 0,

‖Us(t)‖L (Xs,Xs) ≤ Cheβ
−
3 |t| ≤ Che(eβ−3 −ε 1

2 )|t|, t ≤ 0.

Define the set

H =
{
N : R+ ×Xc 3 (t, θ) 7→ Nθ(t) ∈ L (Xs

θ , X
s
Φt(θ)

),

G : R+ ×Xc 3 (t, θ) 7→ Gθ(t) ∈ L (Xs
Φt(θ)

, Xcu
Φt(θ)

),

‖Nθ(t)‖Xsθ ,XsΦt(θ) ≤ Che
eβ1t,

‖Dj
θNθ(t)‖X⊗jc ,L (Xsθ ,X

s
Φt(θ)

) ≤ Chεe
−[eβ1−j(eβ+

3 +ε
1
4r )]t, j = 1, · · · , r − 1,

‖Dj
θGθ(t)‖X⊗jc ,L (XsΦt(θ)

,XcuΦt(θ)
) ≤ ε

1
2 , j = 0, 1, · · · , r − 1

}
.

We adopt the weighted norms ‖ · ‖(
eβ1
C0 , ‖ · ‖C0 and ‖(·1, ·2)‖C0 which are defined in

(A.11) for the functions N,G and (N,G), respectively. The induced metric on H
is also the d−distance defined in (3.39) with β̃1 in place of β̃.

Following the standard strategy in center manifold theory, we will prove that
the operator F = (Fs,Fcu) is a contraction in H. In this situation, we can appeal
to [Lan73, Proposition A2] (which shows that the C0 closure of functions with
uniformly bounded Cr norms is Cr−1+Lip) or to Hadamard’s interpolation theorem
(See Theorem 3.1 in Appendix C) which shows that a C0 contraction in spaces of
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uniformly bounded Cr functions also converges in Cr−1. That is for the fixed θ, by
applying Lemma 1.1 we get the existence of the splitting (B.2) and the estimates
(B.3).

To finish Lemma 2.1, it suffices to establish the regularity with respect θ, i.e.
verify that the derivatives of (Nθ(t), Gθ(t)) about θ satisfy (B.5).

For 1 ≤ i ≤ r − 1, take i order derivatives of (B.13) with θ, from Faa-di Bruno
formula (C.3) we get

Di
θFs[N,G](t, θ) =

∑
i1+i2+i3=i,

0≤ik≤1

i!
i1!i2!i3!

·
∫ t

0

Us(t− z)Di1
θ B

s(K(Φz(θ)))Di2
θ (Id+Gθ(z))Di3

θ Nθ(z)dz.

(B.15)

From Faa-di Bruno formula (C.3),(B.1) and (B.11) we have

‖Di1
θ B

s(K(Φz(θ)))‖X⊗i1c ,Y sθ
≤ Chεe−i1ε

−i1
4r ei1(eβ+

3 +ε
1
4r )z,

‖Di2
θ (Id+Gθ(z))‖X⊗i2c ,L (XsΦz(θ),X

cu
Φz(θ))

≤ 2.
(B.16)

Then from (B.11), (B.14)-(B.16) and the smallness of ε we obtain
(B.17)

‖Di
θFs[N,G](t, θ)‖X⊗ic ,L (Xsθ ,X

s
Φt(θ)

) ≤
∑

i1+i2+i3=i,
0≤ik≤i

i!
i1!i2!i3!

2C3
hε

2e−i1ε
−i1
4r

·
∫ t

0

e−(eβ1+ε
1
2 )(t−z)(t− z)−α1ei1(eβ+

3 +ε
1
4r )ze−[eβ1−i3(eβ+

3 +ε
1
4r )]zdz

≤ CrC3
hε

2− r−1
4r

∫ t

0

e−
eβ1(t−z)(t− z)−α1e−[eβ1−i(eβ+

3 +ε
1
4r )]zdz

= CrC
3
hε

2− r−1
4r e−[eβ1−i(eβ+

3 +ε
1
4r )]t

∫ t

0

(t− z)−α1e−i(
eβ+
3 +ε

1
4r )(t−z)dz

≤ CrC3
hε

2− r−1
4r e−[eβ1−i(eβ+

3 +ε
1
4r )]t

[ 1
1− α1

+
1

i(β̃+
3 + ε

1
4r )

]
≤ Chεe−[eβ1−i(eβ+

3 +ε
1
4r )]t,

where Cr is a bounded constant depending only on r, (it stands, sometimes, for
different value in different place). For the derivatives about θ of Fcu we have

Di
θFcu[N,G](0, θ) = −

∑
i1+i2+i3=i,

0≤ik≤i

i!
i1!i2!i3!

·
∫ ∞

0

U cu(−t)Di1
θ B

s(K(Φt(θ)))Di2
θ (Id+Gθ(t))Di3

θ Nθ(t)dt.
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Then with the analogue calculations in (B.17) we obtain∥∥∥∥ ∑
i1+i2+i3=i,

0≤ik≤i

i!
i1!i2!i3!

∫ ∞
0

U c(−t)Di1
θ B

c(K(Φt(θ)))

·Di2
θ (Id+Gθ(t))Di3

θ Nθ(t)dt
∥∥∥∥
X⊗ic ,L (Xsθ ,X

c
θ)

≤ CrC
3
hε

2− r−1
4r

β̃1 − i(β̃+
3 + ε

1
4r )− β̃−3 ]

≤ ε 1
2 ,

and ∥∥∥∥ ∑
i1+i2+i3=i,

0≤ik≤i

i!
i1!i2!i3!

∫ ∞
0

Uu(−t)Di1
θ B

u(K(Φt(θ)))

·Di2
θ (Id+Gθ(t))Di3

θ Nθ(t)dt
∥∥∥∥
X⊗ic ,L (Xsθ ,X

u
θ )

≤ CrC3
hε

2− r−1
4r

[ 1
1− α2

+
1

β̃1 + β̃2 − i(β̃+
3 + ε

1
4r )

]
≤ ε 1

2 .

That is
‖Di

θFcu[N,G](0, θ)‖X⊗ic ,L (Xsθ ,X
cu
θ ) ≤ ε

1
2 .

(Step 2): F is a contraction in H. Take any (N,G), (Ñ , G̃) ∈ H, with the same
calculations in Appendix A we obtain

d
(
F [N,G], E [Ñ , G̃]

)
< cd

(
(N,G), (Ñ , G̃)

)
,

where c = 2C2
hεκ with

κ = max
{

1

β̃1 + ε
1
2 − β̃1

+
1

1− α̃1
,

1

β̃1 − (β̃−3 + ε
1
2 )
,

1

β̃2 + ε
1
2 + β̃1

+
1

1− α̃2

}
=

1
ε

1
2

+
1

1− α1
.

Then by the smallness of ε we know that c = 2C2
hεδκ < 1

2 . That is, F is a
C0−contraction operator inH, so there is a unique solution of (B.13) (N∗θ (t), G∗θ(t))
in the C0 closure of H. So N∗θ (t) and G∗θ(t) is Cr−2+Lip in θ and satisfies the esti-
mates in H with j ≤ r − 2. Moreover, from (B.15) we have

sup
θ 6=ϑ

(θ − ϑ)−1
(
Dr−2
θ N∗θ )(t)−Dr−2

θ N∗ϑ(t)
)

= sup
θ 6=ϑ

(θ − ϑ)−1
∑

i1+i2+i3=r−2,
0≤ik≤1

i!
i1!i2!i3!

·
∫ t

0

Us(t− z)
[
Di1
θ B

s(K(Φz(θ)))Di2
θ (Id+G∗θ(z))D

i3
θ N

∗
θ (z)

−Di1
θ B

s(K(Φz(ϑ)))Di2
ϑ (Id+G∗ϑ(z))Di3

ϑ N
∗
ϑ(z)

]
dz.
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With the similar calculations in (B.17) we can obtain

Lipθ
(
Dr−2
θ N∗θ (t)

∣∣
X
⊗(r−2)
c ,L (Xsθ ,X

s
Φt(θ)

)

)
≤ Chεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]t

Similarly, we can also obtain

Lipθ
(
Dr−2
θ G∗θ

∣∣
X
⊗(r−2)
c ,L (Xsθ ,X

cu
θ )

)
≤ Chε

1
2 .

From Appendix A we know that

(B.18) Usθ (t) = W s
θ (t) +Gθ(t)W s

θ (t),

where W s
θ (t) = Nθ(t)W s

θ (0) with ‖W s
θ (0)‖Xsθ ≤ 1. Then from the definition of H,

Lemma 3.1 and (B.18) we know that Usθ (t) satisfies the first inequality in (B.5).
To prove the second estimate in (B.5) we need the following inequality:

(B.19)
t−α

∫ t

0

e−β(t−z)(t− z)−αzαdz ≤
∫ t

0

e−β(t−z)(t− z)−αdz

≤
( 1
β

+
1

1− α
)
, β > 0, 0 < α < 1.

With (B.19) and the same tricks to obtain the first inequality in (B.5) we get the
second inequality in (B.5). We omit the details.

By Faa-di Bruno formula (C.3) we know that

Di1
θ

[
Φz(Φτ (θ))

]
=

i1∑
k=1

Dk
θ

[
Φz
]
◦ Φτ (θ)

∑
p(i1,k)

i1!Πi1
j=1

(
Dj
θΦτ (θ)

)λj
(λj !)(j!)λj

,

where

p(i1, k) =
{

(λ1, · · · , λi1) : λj ∈ N,
i1∑
j=1

λj = k,

i1∑
j=1

jλj = i1

}
.

Then from (B.11) we have

‖Di1
θ B

s(K(Φz(Φτ (θ)))‖
X
⊗i1
c ,Y sΦτ (θ))

≤ εCi1+1
h ci1ε

−i1
2r ei1(eβ+

3 +ε
1
4r )zei1(eβ+

3 +ε
1
4r )τ ,

where ci1 is constant depending only on i1. With the same calculations to obtain
the first estimate in (B.5) ( with the above inequality in place of the first inequality
in (B.16)), we obtain the two inequalities in (B.6).

For U cuθ (t) and U cuΦτ (θ)(t), by changing the direction of time t we have, for j =
1, · · · , r − 2,
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(B.20)

‖Dj
θU

u
θ (t)‖X⊗jc ,L (Y uθ ,X

u
Φt(θ)

) ≤ C̃hεe
−[eβ2−j(eβ−3 +ε

1
4r )]|t|t−α2 , t ≤ 0,

‖Dj
θU

u
θ (t)‖X⊗jc ,L (Xuθ ,X

u
Φt(θ)

) ≤ C̃hεe
−[eβ2−j(eβ−3 +ε

1
4r )]|t|, t ≤ 0,

‖Dj
θU

u
Φτ (θ)(t)‖X⊗jc ,L (Y uΦτ (θ),X

u
Φt+τ (θ))

≤ C̃hεe−[eβ2−j(eβ−3 +ε
1
4r )]t+j(eβ+

3 +ε
1
4r )τ t−α2 , τ ≥ 0, t ≤ 0,

‖Dj
θU

u
Φτ (θ)(t)‖X⊗jc ,L (XuΦτ (θ),X

u
Φt+τ (θ))

≤ C̃hεe−[eβ2−j(eβ−3 +ε
1
4r ]t+j(eβ+

3 +ε
1
4r )τ , τ ≥ 0, t ≤ 0,

‖Dj
θU

c
θ (t)‖X⊗jc ,L (Xuθ ,X

u
Φt(θ)

) ≤ C̃hεe
j(eβ+

3 +ε
1
4r )t, t ≥ 0,

‖Dj
θU

c
θ (t)‖X⊗jc ,L (Xcθ ,X

c
Φt(θ)

) ≤ C̃hεe
j(eβ−3 +ε

1
4r )|t|, t ≤ 0,

‖Dj
θU

c
Φτ (θ)(t)‖X⊗jc ,L (XcΦτ (θ),X

c
Φt+τ (θ))

≤ C̃hεej(
eβ+
3 +ε

1
4r )t+j(eβ−3 +ε

1
4r )|τ |, τ ≤ 0, t ≥ 0,

‖Dj
θU

c
Φτ (θ)(t)‖X⊗jc ,L (XcΦτ (θ),X

c
Φt+τ (θ))

≤ C̃hεej(
eβ−3 +ε

1
4r )|t|+j(eβ+

3 +ε
1
4r )τ , τ ≥ 0, t ≤ 0,

Lipθ
(
Dr−2
θ Uuθ (t)

∣∣
X
⊗(r−2)
c ,L (Xuθ ,X

u
Φt(θ)

)

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]|t|, t ≤ 0,

Lipθ
(
Dr−2
θ Uuθ (t)

∣∣
X
⊗(r−2)
c ,L (Y uθ ,X

u
Φt(θ)

)

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]|t||t|−eα2 , t ≤ 0,

Lipθ
(
Dr−2
θ UuΦτ (θ)(t)

∣∣
X
⊗(r−2)
c ,L (XuΦτ (θ),X

u
Φt+τ (θ))

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]|t|+(r−1)(eβ+

3 +ε
1
4r )τ , t ≤ 0, τ ≥ 0,

Lipθ
(
Dr−2
θ UsΦτ (θ)(t)

∣∣
X
⊗(r−2)
c ,L (Y uΦτ (θ),X

u
Φt+τ (θ))

)
≤ C̃hεe−[eβ1−(r−1)(eβ+

3 +ε
1
4r )]|t|+(r−1)(eβ+

3 +ε
1
4r )τ |t|−eα2 , t ≤ 0, τ ≥ 0,

Lipθ
(
Dr−2
θ U cθ (t)

∣∣
X
⊗(r−2)
c ,L (Xcθ ,X

c
Φt(θ)

)

)
≤ C̃hεe(r−1)(eβ+

3 +ε
1
4r )]t, t ≥ 0,

Lipθ
(
Dr−2
θ U cθ (t)

∣∣
X
⊗(r−2)
c ,L (Xcθ ,X

c
Φt(θ)

)

)
≤ C̃hεe(r−1)(eβ−3 +ε

1
4r )]t, t ≤ 0,

Lipθ
(
Dr−2
θ U cΦτ (θ)(t)

∣∣
X
⊗(r−2)
c ,L (XcΦτ (θ),X

c
Φt+τ (θ))

)
≤ C̃hεe(r−1)(eβ+

3 +ε
1
4r )(t+|τ |), t ≥ 0, τ ≤ 0,

Lipθ
(
Dr−2
θ U cΦτ (θ)(t)

∣∣
X
⊗(r−2)
c ,L (XcΦτ (θ),X

c
Φt+τ (θ))

)
≤ C̃hεe(r−1)(eβ+

3 +ε
1
4r )(|t|+τ), t ≤ 0, τ ≥ 0.

Appendix C. Spaces of differentiable functions in Banach spaces

In this appendix, we collect some classical (but perhaps not so well known) results
about spaces of differentiable functions in Banach spaces which are useful for us
in establishing the contraction mapping arguments and in obtaining the results.
Particular importance is given to the dependence on parameters in these spaces
and on the closure properties.
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C.1. Basic Definitions.

Definition 3.3. Let X,Y be two Banach spaces. Let O ⊂ X be an open set.
We will denote by Cr(O, Y ) the space of all functions from X to Y which possess
uniformly bounded uniformly continuous derivatives of orders 0, 1, · · · , r. We endow
Cr(O, Y ) with the norm of the supremum of all the derivatives, e.g.

(C.1) ‖f‖Cr(O,Y ) = max
0≤i≤r

sup
ξ∈O
|[Dif ](ξ)|X⊗i,Y .

The |A|X⊗i,Y ≡ sup|ξ1|X=1,...|ξi|X=1 |A(ξ1, . . . , ξi)|Y is the usual norm of sym-
metric multilinear functions from X taking values in Y . As it is well known, the
norm (C.1) makes Cr(O, Y ) a Banach space.

Definition 3.4. We will denote by Cr−1+Lip(O, Y ) the space of functions in Cr−1(O, Y )
whose (r − 1)− th derivative is Lipschitz. The Lipschitz constant is

LipO,YD
r−1f = sup

ξ 6=ζ

|Dr−1f(ξ)−Dr−1f(ζ)|X⊗(r−1),Y

‖ξ − ζ‖X

and the norm in Cr−1+Lip(O, Y ) is the max of the Cr−1 norm and LipO,YDr−1f .
Again this norm makes Cr−1+Lip into a Banach space.

We note that since O may be not compact, this definition is different from the
Whitney definition in which the topology is given by seminorms of suprema in
compact sets. We will not use the Whitney definition of Cr in this paper.

Definition 3.5. An open set O is called a compensated domain if there is a constant
such given x, y ∈ O, there is a C1 path γ contained in O joining x, y such that
|γ| ≤ C‖x− y‖.

For O a compensated domain, we have the mean value theorem

(C.2) ‖f(x)− f(y)‖Y ≤ C‖f‖C1(O,Y )‖x− y‖X .

In particular, C1 functions in a compensated domain are Lipschitz. It is not
difficult to construct non-compensated domains with C1 functions which are not
Lipschitz.

Of course a convex set is compensated and the compensation constant is 1. In
our paper, we will just be considering domains which are balls or full spaces. See
[dlLO99] for the effects of the compensation constants in many problems of the
function theory.

C.2. Hadamard interpolation theorem. We have the following result:

Theorem 3.1. Let O be a compensated domain. Let f ∈ Cr(O, Y ). Then if
we define η(r) ≡ ‖f‖Cr(O,Y ), we have that log(η(r)) is convex in r. That is for
0 ≤ θ ≤ 1, 0 ≤ a, b ≤ r, we have

||f ||Cθa+(1−θ)b(O,Y ) ≤ C‖f‖θCa(O,Y )‖f‖
1−θ
Cb(O,Y )

.

A proof of Theorem 3.1 extending for non-integer values of r for suitable defini-
tions of Cr can be found in [dlLO99]. In finite dimensional spaces it was proved in
[Had98]. See also [Kra83]. We also note that the interpolation is a consequence of
the existence of Smoothing operators [Zeh75].

For us, the following corollary will be important.
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Corollary 3.1. Assume that {fn}∞n=1 ⊂ Cr(O, Y ) is such that ‖fn‖Cr(O,Y ) ≤ M .
Assume that ‖fn − fn+1‖C0(O,Y ) ≤ Cκn. Then,

‖fn − fn+1‖Cr−1(O,Y ) ≤ (2M)(r−1)/rC1/rκn/r.

Of course, even if the corollary is true for all values of κ, it is more interesting
for k < 1 as it happens in contraction mapping principles.

The corollary shows that a C0−contraction mapping a Cr- bounded set of func-
tions to itself, is a contraction in Cr

′
(r′ < r) norm. Of course, in particular it is a

contraction in Cr−1 norm. Using the uniform convergence of the Cr−1 derivative
and that the Cr−1 derivative is Lipschitz, shows that the limit is in Cr−1+Lip. This
gives an alternative proof of the application of Lemma 3.1 to our problems.

Remark 3.1. As we mentioned above, the interpolation Theorem 3.1 extends for
non-integer values of r′ with a suitable definition of the norm. With this definition,
we have Corollary 3.1 for all values of r′ < r. The same applies to the following
result Corollary 3.2.

A further corollary of Corollary 3.1 is

Corollary 3.2. Assume that {fn}∞n=1 ⊂ Cr(O, Y ) is such that ‖fn‖Cr(O,Y ) ≤M .
Assume that for some f∞ ∈ C0(O, Y ) ‖fn − f∞‖C0(O,Y ) → 0. Then, for all

r′ < r,
f∞ ∈ Cr

′

and fn → f∞ in Cr
′
.

proof. Given a subsequence fni of fn we can obtain a further subsequence
fnij which satisfies ||fnij − fnij+1

||0C ≤ (1/2)j . By Corollary 3.1 we get that fnij
converges in Cr

′
. This limit obtained in Cr

′
sense has to be f∞.

It is an exercise in metric space topology that, if for all subsequences we can
obtain a subsequence that converges and all these limits are the same, then, the
original sequence converges.

C.3. Lanford’s closure lemma. The following result is [Lan73, Proposition A2].

Lemma 3.1. Let O be a convex set inside of a Banach space X. Let Y be another
Banach space.

Denote by B the set of functions

B = {u : O → Y, ‖Dju‖ ≤ 1, 0 ≤ j ≤ r − 1, Lip(Dr−1u) ≤ 1}.
Assume that {fn} ⊂ B and that for each value x ∈ O, fn(x) converges weakly to

f∞(x).
Then, f∞ ∈ Cr−1+Lipschitz and for 1 ≤ j ≤ r − 1, Djfn converges uniformly to

Djf∞. As a consequence, f∞ ∈ B.

The assumption of weak pointwise converge is, of course, much weaker than the
assumption of uniform convergence, which is what will appear in our applications.

The statement in [Lan73, Proposition A2] is only for the case O = X, but the
proof consists in studying the behavior of fn on one dimensional segments in O,
(then the result is deduces from Ascoli-Arzelá theorem). Then, one checks that the
result is uniform in the segment considered. The proof works without any change
for convex O. With only minor modifications the argument works also when O is
a compensated domain.



58 H.CHENG AND R.DE LA LLAVE

C.4. Faa Di Bruno formula.

Lemma 3.2. Let g(x) be defined on a neighborhood of x0 and have derivatives
up to order n at x0. Let f(y) be defined on a neighborhood of y0 = g(x0) and
have derivatives up to order n at y0. Then, the n-th derivative of the composition
h(x) = f [g(x)] at x0 is given by the formula

(C.3) hn =
n∑
k=1

fk
∑
p(n,k)

n!Πn
i=1

gλii
(λi!)(i!)λi

.

In the above expression, we set

hn =
dn

dxn
h(x0), fk =

dk

dyk
f(y0), gi =

di

dyi
g(x0)

and

p(n, k) =
{

(λ1, · · · , λn) : λi ∈ N,
n∑
i=1

λi = k,

n∑
i=1

iλi = n

}
.

The formula (C.3) without an explicit expression of the combinatorial coefficients
was obtained in [Arb00].

The explicit computation of the combinatorial coefficients is less straightforward,
but can be found in [AR67].

C.5. Functions of several variables and partial regularity. In several appli-
cations, we have to consider functions of several variables. One can think of one
as the regularity of the function and the other is the regularity with respect to
parameters.

In some of our applications it is easy to estimate the regularity in each of the
variables since they play a different role.

The following result shows that if we can estimate the derivatives in each of the
variables, we can obtain automatically also the mixed derivatives.

Lemma 3.3. Let X1, X2, Y be Banach spaces. O1 ⊂ X1, O2 ⊂ X2 be convex,
bounded sets.

Let f : O1 ×O2 → Y be a continuous function.
Assume that for all x1 ∈ O1, x2 ∈ O2, i, j ≤ r, we have

||∂ix1
f(x1, x2)|| ≤M <∞,

||∂jx2
f(x1, x2)|| ≤M <∞.

(C.4)

Then, for every n,m such that n + m < r, we have that the function f admits
mixed partial derivatives ∂nx1

∂mx2
f . Furthermore, we have

sup
x1∈O1,x2∈O2

∂nx1
∂mx2

f(x1, x2) ≤ Γ(M,O1, O2).

Of course, in analytic regularity, the fact that analyticity in several complemen-
tary directions is the celebrated Hartog’s theorem [Kra01]. In our case, we are
assuming that the functions are bounded, but the Hartog’s theorem does not need
that assumption. The Hartog’s theorem is much easier under the assumption that
the functions are bounded.

For finite dimensional spaces X1, X2, this result is a classical result in the theory
of Riesz potentials. A modern proof can be found in [Kra83, Lemma 9.1]. This
result is the basis of many results in the regularity theory of elliptic equations.



STABLE MANIFOLDS TO BOUNDED SOLUTIONS IN POSSIBLY ILL-POSED PDES 59

There are also results when the number of derivatives is asymmetric and also for
fractional derivatives.

Results of this type were found useful in the theory of Anosov systems when the
partial derivatives along the coordinate axis are generalized to be partial derivatives
along stable and unstable foliations [dlLMM86, Lemma 2.5]. A more elementary
and more general proof based on the theory of Morrey-Campanato spaces is in
[Jou88]. A very elementary proof using just the converse Taylor theorem and gen-
eralizing to some fractal sets is in [dlL92]. To go from the finite dimensional proofs
above to the infinite dimensional case, it suffices to take finite dimensional sections
and observe that the bounds obtained are independent of the finite dimensional
space considered.
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Banach spaces, volume 64 of Pitman Monographs and Surveys in Pure and Applied



60 H.CHENG AND R.DE LA LLAVE

Mathematics. Longman Scientific & Technical, Harlow; copublished in the United

States with John Wiley & Sons, Inc., New York, 1993.

[dlL92] R. de la Llave. Smooth conjugacy and S-R-B measures for uniformly and non-
uniformly hyperbolic systems. Comm. Math. Phys., 150(2):289–320, 1992.

[dlL09] Rafael de la Llave. A smooth center manifold theorem which applies to some ill-posed

partial differential equations with unbounded nonlinearities. J. Dynam. Differential
Equations, 21(3):371–415, 2009.

[dlLMM86] R. de la Llave, J. M. Marco, and R. Moriyón. Canonical perturbation theory of Anosov

systems and regularity results for the Livšic cohomology equation. Ann. of Math. (2),
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régularisant dans une échelle d’espaces de Banach. Ann. Inst. H. Poincaré Anal. Non
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