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Abstract. Let f : R3 → R3 be a diffeomorphism with p0, p1 ∈ R3 distinct hyperbolic fixed

points. Assume that W u(p0) and W s(p1) are two dimensional manifolds which intersect transversally

at a point q. Then the intersection is locally a one-dimensional smooth arc γ̃ through q, and points

on γ̃ are orbits heteroclinic from p0 to p1.

We describe and implement a numerical scheme for computing the jets of γ̃ to arbitrary order.

We begin by computing high order polynomial approximations of some functions Pu, Ps : R2 →
R3, and domain disks Du, Ds ⊂ R2, such that W u

loc(p0) = Pu(Du) and W s
loc(p1) = Ps(Ds) with

W u
loc(p0) ∩W s

loc(p1) 6= ∅. Then the intersection arc γ̃ solves a functional equation involving Ps and

Pu. We develop an iterative numerical scheme for solving the functional equation, resulting in a high

order Taylor expansion of the arc γ̃. We present numerical example computations for the volume

preserving Hénon family, and compute some global invariant branched manifolds.

Key words. heteroclinic connections, stable manifold, unstable manifold, volume preserving
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1. Introduction.

1.1. Overview. In this work we a develop method for computing heteroclinic
connecting orbits between a pair of distinct hyperbolic fixed points of a smooth three
dimensional discrete dynamical system. Heteroclinic orbits arise as intersections of
the stable and unstable manifolds of these fixed points, and in the present work we
are particularly interested in the case where the stable and unstable manifolds are two
dimensional and intersect transversally. Near a transverse intersection point, standard
dimension counting arguments show that the intersection is locally a one-dimensional
smooth manifold, which we call a heteroclinic arc. Given a single point q in the
transverse intersection of the stable and unstable manifolds, we develop a method for
computing the Taylor expansion of the heteroclinic arc through q to arbitrary order.

Our method depends on the so called Parameterization Method for computing
stable and unstable manifolds of fixed points, as presented in [12, 11]. The first
step of our scheme requires explicit numerical implementation of the two dimensional
parameterization method for three dimensional maps. Such an implementation has
not appeared explicitly in the literature, and is of independent interest. Therefore we
describe our implementation in some detail.

Next we show that heteroclinic arcs solve certain functional equations, which
depend in turn on the parameterization functions of the stable and unstable manifolds.
The heteroclinic functional equations are solved using a Newton iteration scheme
on spaces of formal power series, the result of which is a Taylor expansion of the
heteroclinic arc. We give explicit recursion relations for the Newton Scheme.
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A schematic for our computational scheme is as follows:
Algorithm 1 (Computation of Heteroclinic Arc).

Step 1: Compute Parameterizations Pu : Du ⊂ R2 → R3 and Ps : Ds ⊂ R2 → R3

having Ps(Ds) = W s
loc(p1) and Pu(Du) = Wu

loc(p0).
Step 2: Compute a single intersection point q ∈ Wu

loc(p0) ∩W s
loc(p1).

Step 3: Compute the Taylor expansion of the heteroclinic arc γ̃ through q.
While our computational scheme in not limited to polynomial or volume pre-

serving maps, it is useful to fix a specific example system. In order to demonstrate
the utility of the numerics developed throughout the paper, we consider the volume
preserving Hénon family. This is the collection of maps defined by

f(x, y, z) =




f1(x, y, z)
f2(x, y, z)
f3(x, y, z)


 =




α + τx + z + ax2 + bxy + cy2

x

y


 , (1.1)

where a + b + c = 1 (to grantee volume preserving).
The volume preserving Hénon family was introduced in [27]. A thorough discus-

sion of the dynamics of the map, along with a more complete discussion of references
can be found in [17]. The relevance of the volume preserving property is to guarantee
that a generic fixed point has the kind of stability we are interested in: namely a
two dimensional unstable manifold and one dimensional stable manifold or vice versa.
The map is quadratic with quadratic inverse.

The paper is organized as follows. The remainder of the introduction reviews the
existing literature concerning numerical computation of heteroclinic orbits. Section
2 is devoted to background material and notation used throughout the paper. The
main results of the paper are explicit recursion relations for steps one and three of
Algorithm 1. These are given in Section 3 and Section 4. Step two of Algorithm 1 is
standard finite dimensional computation and is postponed until Section 6. In Section
5 we discuss the determination of appropriate domains for the parameterizations Pu

and Ps, and the arc γ̃. Section 7 presents example computations for the volume
preserving Hénon map. The appendix collects some results about power series of two
variables which we exploit throughout the paper.

1.2. Existing Literature and Context of the Current Work. It often hap-
pens that one invariant object of a dynamical system induces the existence of another
invariant object. For example, the stable manifold theorem [37], implies that if one
has a normally hyperbolic invariant manifold, there are two associated invariant man-
ifolds: the stable and unstable manifolds. These provide important information about
the global dynamics of a system: the existence of a transverse intersection of two of
these stable and unstable manifolds is associated with the onset of chaos, and in many
situations gives rise to the famous horseshoe construction of Smale. These intersec-
tions are called homoclinic or heteroclinic, depending on wether they appear between
one object or several.

Frequently, in order to study the structure of a model, one can study the ex-
istence of homoclinic and heteroclinic connections between equilibria (as in Morse
Theory [34, 44, 43]), or in general, between normally hyperbolic invariant manifolds.
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One common situation is that these intersections appear after a perturbation of an in-
tegrable completely degenerate intersection called saddle connection. The Poincaré-
Melnikov method [20, 33, 38] is a widely used technique for detecting such inter-
sections. Unfortunately, the method is limited to the very special situation that was
described above: it only detects some specific transversal intersections that exist close
to a degenerate system. Many interesting situations are not of this type.

In the past, a great number of authors have studied the problem of finding reli-
able numerical approximations of heteroclinic dynamics. Since heteroclinic dynamics
arises naturally at the intersection of stable and unstable manifolds, the question of
numerical approximation of the stable and unstable manifolds is closely related to the
question of numerically approximating heteroclinic dynamics. While an exhaustive
review of the literature is beyond the scope of the present work, we mention a number
of developments most closely related to the present work.

Several methods have been developed to compute one-dimensional invariant man-
ifolds for two- dimensional dynamical systems (both maps and ODEs). One of the
first works that considered efficient numerical methods to compute invariant mani-
folds of two dimensions was [24]. It is just recently that some authors [15, 22, 26, 18]
have studied the higher dimensional problem and, in particular, the efficient compu-
tation of homoclinic and heteroclinic intersections. If one considers, for instance, a
three-dimensional autonomous ODE, a possible heteroclinic connection could consist
of a one-dimensional manifold: the orbit of a single point. Then the main difficulty
in this case is to find an initial condition for such an orbit.

In [15], the authors propose some methods for the numerical continuation of
point-to-cycle heteroclinic connecting orbits in a three-dimensional system of ODEs.
They recognize that finding heteroclinic orbits by continuation of connecting orbits in
ODE systems has been notoriously difficult. Previous work on the case of heteroclinic
connecting orbits between hyperbolic points include [16]

In [46], the existence and properties of discrete embedded solitons is studied. The
problem appears to be equivalent to that of the existence of a homoclinic orbit in a
four-dimensional diffeomorphism. In [13] shadowing techniques are used to prove the
existence transversal homoclinic and heteroclinic orbits in higher dimensional maps.
This shadowing technique includes a suitable numerical approximation.

A more complicated problem is to find heteroclinic connections for diffeomor-
phisms in dimension three and higher. The added dimension allows for the possibility
of non-isolated heteroclinic orbits. In this paper, we present a method to find one-
dimensional heteroclinic intersections, or heteroclinic arcs, for a family of quadratic
diffeomorphisms. Non-isolated heteroclinic orbits can arise as the transverse intersec-
tion of two dimensional invariant manifolds, and have been discussed from a theoret-
ical point of view for example in [14, 1, 2, 29, 31, 3, 9].

Previous numerical work in this direction includes [8], in which the authors study
higher dimensional maps and propose a method in which they approximate infinite
homoclinic orbits by an orbit segments of finite length that satisfy a finite boundary
value problem. Other possibilities are studied in [4, 21, 47]. Many of the previous
methods are based on manipulation of grid approximations of these manifolds. An
important survey of these methods appeared in [25].
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Previous work that uses Taylor approximations for invariant manifolds appeared
in [39]. Some recent work which uses high order Taylor methods to compute stable
and unstable manifolds of planar diffeomorphisms is [35]. In fact, our methods lie
very much in the automatic differentiation paradigm (see for example [32, 7, 6] or [10]
for a much more thorough review of the automatic differentiation literature). A gen-
eral purpose software package for carrying out automatic differentiation computations
with rigorous enclosure of remainders is the COSY package [5]. For fuller discussion
of practical algorithms for manipulating polynomials, a standard reference is [23]. Fi-
nally we mention also the related work of [36, 41, 42] on numerical approximation of
manifolds defined implicitly as the solution of algebraic equations, and the software
package MANPAK [40] for computing such objects.

2. Preliminaries and Notation.

2.1. Linear Algebra. The following can be found in any text on applications
of linear algebra. See for example [45].

Definition 2.1. Let A be an m × n matrix of real numbers. A singular value
decomposition of A is a triple of matrices (U,Σ, V ) having the following properties.

a) A = UΣV T .
b) U is an m×m orthogonal matrix.
c) V is an n× n orthogonal matrix.
d) Σ is an m× n diagonal matrix with sii ≥ 0, and sij = 0 if i 6= j.
e) There is a 0 ≤ K ≤ m so that sii > 0 when 1 ≤ i ≤ K. If K > 0 nonzero

values of Σ are ordered s11 ≥ . . . ≥ sKK > 0.
f) The last n−K columns of V form an orthonormal basis for the ker(A). The

first K vectors of V form an orthonormal basis for ker(A)⊥

g) The first K columns of U for an orthonormal basis for range(A). The last
m−K columns of U are a basis for range(A)⊥.

h) ‖ A ‖= s11.
For further discussion and proofs of the claims, see [45]. For a given real matrix

A we use the notation

(U, Σ, V ) = SVD(A)

to denote the function which returns a singular value decomposition for A. The
singular value decomposition of an m×n matrix always exists [45]. We make use of the
algorithms embedded in MatLab, which are based on the LINPAC implementations.

Definition 2.2. Let A be an m × n real matrix and (U,Σ, V ) = SVD(A). The
Moore-Penrose pseudoinverse of A, which we denote by [A]−1

MP , is the real n × m

matrix defined by

[A]−1
MP = V Σ+U∗,

where ∗ denotes the conjugate transpose and Σ+ is obtained by taking the reciprocals
of the non-zero diagonal elements of Σ.

Given and equation of the form Ax = b, with b ∈ Rm, x ≡ [A]−1
MP b, with x ∈ Rn

is the solution of the matrix equation with least norm. See [45].
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2.2. Linear Dynamics of the Volume Preserving Hénon Map.
a) The Hénon map has fixed points

f(x±, x±, x±) =




x±
x±
x±


 ,

where

x± =
−τ

2
±
√

τ2 − 4α

2
.

b) The jacobian is

Df(x, y, z) =




2ax + by + τ 2cy + bx 1
1 0 0
0 1 0


 .

c) As determinant of the differential is identically one, generically we will have
either; three real eigenvalues, or a complex conjugate pair of eigenvalues with
the third real. Since the product of the three must be 1, we have either a two
dimensional stable eigenspace, or a two dimensional unstable eigenspace.

3. 2-D Parametrization Method. In this section we adapt the theory of [11,
12] as needed for the current work. Namely, we develop the parameterization method
for two dimensional stable and unstable manifolds of the hyperbolic fixed points of
volume preserving Hénon map. There is so little difference between the computation
of the two dimensional stable and unstable manifolds that we present only the stable
case for the sake of brevity.

3.1. General set-up. Suppose p ∈ R3 is a hyperbolic fixed point with two
dimensional stable eigenspace. In the work that follows we assume that the stable
eigenvalues of Df(p) are a complex conjugate pair. The computations for distinct
real eigenvalues are similar. Suppose that the stable eigenvalues of Df(p) are λ and
λ̄, with λ = µ + iν and ν > 0. For each λ ∈ C, we define the 2× 2 matrix

Eλ =
(

µ −ν

ν µ

)
. (3.1)

We gather the properties of Eλ in the following simple result.
Lemma 3.1. If |λ| < 1 then the matrix Eλ satisfies the following.
a) En

λ = Eλn , for all n ∈ Z.
b) Eλ(Bρ(0)) ⊂ Bρ(0).
c) s′ + it′ = λ (s + it) ∈ C if and only if

(
s′

t′

)
= Eλ

(
s

t

)
.

d) lim
n→∞

En
λ (s, t) = 0, for all (s, t) ∈ R2.

e) Eλ is similar to Df(p)|Es .
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Now we develop the invariance equation which will allow us to compute a parame-
terization of the stable manifold. Let ρ > 0, and define the domain Ds = Bρ(0) ⊂ R2.
We want to find Ps : Ds → R3 so that

f ◦ Ps(s, t) = Ps ◦ Eλ(s, t), (3.2)

for all (s, t) ∈ Ds. This is because if we assume that Ps : Ds ⊂ R2 → R3 is a smooth
injection solving the Equation (3.2) on Ds, then Ps(Ds) = W s

loc(p). To see this, we
make three observations.

The first is that evaluation of the invariance equation at (s, t) = (0, 0) requires

f ◦ Ps(0, 0) = Ps ◦ Eλ(0, 0) = Ps(0, 0), (3.3)

as the linear map Eλ fixes the origin. Then Ps(0, 0) is a fixed point of f , and of course
we fix Ps(0, 0) = p.

Next consider the first order constraint obtained by taking the derivative of Equa-
tion (3.2) at (s, t) = (0, 0):

Df(p)DP (0, 0) = DP (0, 0)Eλ. (3.4)

The equation above implies that, if v ∈ R2 is an eigenvector of Eλ, then DP (0, 0)v is
an eigenvector of the matrix Df(p) with the same eigenvalue. In our situation, the
matrix Eλ has an eigenvector of the form (1,−i) with eigenvalue λ. So, DP (0, 0) must
be chosen so that DP (0, 0)(1,−i) is an eigenvector with eigenvalue λ. In particular,
Ps is tangent to the stable eigenspace of Df(p).

Lastly, if (s0, t0) ∈ Ds ⊂ R2 with (s0, t0) 6= 0, and q = Ps(s0, t0), we compute the
trajectory of q in phase space using the invariance equation. We have that

f(q) = f ◦ Ps(s0, t0) = Ps ◦ Eλ(s0, t0).

Iterating this expression gives

fn(q) = fn ◦ Ps(s0, t0) = Ps ◦ En
λ (s0, t0),

so that

lim
n→∞

fn(q) = p,

as

lim
n→∞

En
λ (s0, t0) = 0,

and Ps is continuous.
Then Ps(Ds) is an embedded disk containing p, tangent to the stable eigenspace

of Df(p), and having that if q ∈ Ps(Ds), then fn(q) → p as n → ∞. It follows that
Ps(Ds) is a local stable manifold of p by definition. The situation is illustrated in
Figure 3.1.
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Fig. 3.1. Schematic of correspondence between the dynamics in the phase and parameter spaces,

and motivation of the invariance equation.

In order to solve Equation (3.2) we assume that Ps admits a power series repre-
sentation. Because we are considering the case of complex conjugate eigenvalues, it
is a useful ansatz to consider that the power series for Ps is of the form

Ps(s, t) = Q(s + it), (3.5)

where Q is a complex series of the form

Q(z) =
∞∑

n=0

∞∑
m=0

zmz̄n qmn (3.6)

and qmn ∈ C3. Further, we assume that

qmn = qnm. (3.7)

Under this assumption, if (s, t) ∈ R2 then the series

Ps(s, t) =
∞∑

n=0

∞∑
m=0

(s + it)m(s− it)n qmn (3.8)

defines a map Ps : R2 → R3. We say that a power series whose coefficients satisfy
Equation (3.7), is a complex conjugate series. Using Lemma 3.1, we have that

Ps ◦ Eλ(s, t) = Q(λ(s + it)), (3.9)

and, in general, Ps ◦ En
λ (s, t) = Q(λn(s + it)).

In order to determine the linear terms of Ps we impose the constraints given by
Equations (3.3) and (3.4). Then denote qmn = (amn, bmn, cmn), and since Ps(0, 0) = p

we have that



a00

b00

c00


 = p.
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To fix the next terms, note that the partial derivatives of complex conjugate series
are given by

∂

∂s
Ps(s, t) =

∞∑
n=0

∞∑
m=0

(s + it)m(s− it)n
[
(m + 1)q(m+1)n + (n + 1)qm(n+1)

]
(3.10)

and

∂

∂t
Ps(s, t) =

∞∑
n=0

∞∑
m=0

(s + it)m(s− it)n i
[
(m + 1)q(m+1)n − (n + 1)qm(n+1)

]
. (3.11)

Evaluating the partial derivatives at s = t = 0 results in

∂

∂s
P (0, 0) =




a10

b10

c10


 +




a01

b01

c01


 = 2 Re




a10

b10

c10


 ,

and

∂

∂t
P (0, 0) = i




a10

b10

c10


− i




a01

b01

c01


 = −2 Im




a10

b10

c10


 .

Combining this with Equation (3.4), we have that

DP (0, 0)
(

1
−i

)
= 2




a10

b10

c10


 .

Therefore, we can choose (a10, b10, c10) and (a01, b01, c01) to be any pair of complex
conjugate vectors in the stable eigenspace of Df(p). Since the eigenvectors are deter-
mined only up to their direction, the length of the eigenvectors is a free parameter in
the determination of Ps.

3.2. Computational Newton Method and Formal Series. In this section
we develop a formal Newton Method for the iterative solution of Equation (3.2).

Definition 3.1.

a) Let Pm,n be the vector space of all formal power series of m real variables,
taking coefficients in Rn.

b) Let PCm,n be the space of formal power series of m complex variables, taking
coefficients in Cn.

c) Let Pc
m,n be the subset of PCm,n having complex conjugate variables and co-

efficients.
Note that while a formal series need not converge except at zero, any truncation of a
a formal series is just a polynomial. Note also that every Q ∈ Pc

m,n corresponds to a
P ∈ P2m,n through the equation

P (s1, . . . , sm, t1, . . . , tm) = Q(s1 + it1, . . . , sm + itm)
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For the purposes of this paper, the most useful spaces are P1,3, Pc
1,3, P1,4, and

certain of their subsets. Any P ∈ Pc
1,3 can be expressed as in Equation (3.8).

Now define

Pc,0
1,3 = {h ∈ Pc

1,3 : h(0) = 0 and Dh(0) = 0}
Since we know the linear part of the parameterization, we define P0 ∈ Pc

1,3 by

P0(s, t) =




a00

b00

c00


 + (s + it)




a01

b01

c01


 + (s− it)




a10

b10

c10


 ,

where these coefficients were given explicitly in Subsection 3.1. Now,the problem is
to compute h ∈ Pc,0

1,3 so that

P (s, t) = P0(s, t) + h(s, t) and f ◦ P = P ◦ Eλ

(we momentarily suppress the subscript on Ps). To this end, define an operator
Ψ : Pc,0

1,3 → Pc,0
1,3 by

Ψ(h) = f ◦ (P0 + h)− (P0 + h) ◦ Eλ.

We aim to solve the equation Ψ(h) = 0, by iterating the Newton sequence

hn+1 = hn − [DΨ(hn)]−1 ◦Ψ(hn).

If the sequence converges, then the n-th approximate parameterization is Pn =
P0 + hn. At the moment the scheme just discussed is purely formal. In order to de-
velop a practical numerical implementation of the Newton method we must explicitly
determine:

• A series development of Ψ(h) ∈ Pc,0
1,3, in terms of the known coefficients of

h ∈ Pc,0
1,3.

• The Fréchet derivative DΨ(h) as a formal series in Pc,0
1,3, depending on the

known coefficients of h.
• Invert the derivative, to obtain a formal series expansion of [DΨ(h)]−1 ◦Q ∈
Pc,0

1,3 in terms of the known coefficients of the formal series of h,Q ∈ Pc,0
1,3.

• An appropriate h0 from which to begin the Newton iteration.

3.3. Series Development of Ψ(h). For an arbitrary formal series h ∈ Pc,0
1,3 we

want to define a new formal series

h′ = Ψ(h) = f ◦ (P0 + h)− (P0 + h) ◦ Eλ.

In other words, we hope to express Ψ as a function from Pc
1,3 to Pc

1,3. This requires
the computation of both f ◦ (P0 + h) and (P0 + h) ◦Eλ as formal power series. Note
that the coefficients of P0 have already been chosen so that Ψ(P0+h) is zero to second
order.

P0 + h is a formal series in Pc
1,3, which we denote by K = P0 + h. Compute

f ◦K(s, t) =
∞∑

n=0

∞∑
m=0

(s + it)m(s− it)n




a′mn

b′mn

c′mn


 =
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


α + τK1(s, t) + K3(s, t) + aK1(s, t)2 + bK1(s, t)K2(s, t) + cK2(s, t)2

K1(s, t)
K2(s, t)


 ,

and evaluate at s = t = 0 to obtain the constant term



a′00
b′00
c′00


 =




α + τa00 + c00 + aa2
00 + ba00b00 + cb2

00

a00

b00


 .

Expanding the products using the convolution formula from Appendix A.1, and
matching like powers gives the recurrence relations for the general term




a′mn

b′mn

c′mn


 =




τamn + cmn + smn

amn

bmn


 . (3.12)

where

smn =
n∑

i=0

m∑

j=0

aa(m−j)(n−i)aji + ba(m−j)(n−i)bji + cb(m−j)(n−i)bji.

The second term is K ◦Eλ. This term is already diagonalized over Pc
1,3, as shown

in Equation (3.9). Then, upon matching like powers we obtain that the coefficients
for the K ◦ Eλ ∈ Pc

1,3 are




âmn

b̂mn

ĉmn


 = λmλ̄n




amn

bmn

cmn


 . (3.13)

The simplicity of this formula is the reason for the choice of complex conjugate vari-
ables for the formal series of Pc

1,3.
Letting {ãmn, b̃mn, c̃mn} denote the general coefficient for Ψ(P ) and combining

Equations (3.12) and (3.13) gives




ãmn

b̃mn

c̃mn


 =




a′mn − âmn

b′mn − b̂mn

c′mn − ĉmn


 . (3.14)

Using these relations we can recursively compute the formal series for Ψ(h) up to any
desired finite order.

3.4. Fréchet Derivative of Ψ. Consideration of the difference

Ψ(h + R)−Ψ(h) h,R ∈ P0
2,3

and a standard computation show that the Fréchet derivative is of Ψ at h ∈ Pc,0
1,3 is

[DΨ(h)](R) = Df(P0 + h)R−R ◦ Eλ. (3.15)
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We require an explicit series representation of this derivative in terms of the known co-
efficients of the series K = P0 +h and R. Since the linear term is already diagonalized
(see Equation (3.9)) we need only compute the series expansion of Df(P0 + h)R.

Denote the unknown series by

[Df(K)R](s, t) =
∞∑

n=0

∞∑
m=0

(s + it)m(s− it)n




k1
mn

k2
mn

k3
mn


 . (3.16)

Using the known analytic expression for Df (see Remark b) and the convolution
formula from Appendix A.1, we expand the left hand side of Equation (3.16), and
match like powers of the complex conjugate variables to obtain the recurrence relations




kmn

kmn

kmn


 =




r3
mn + τr1

mn + s′mn

r1
mn

r2
mn


 , (3.17)

where

s′mn =
n∑

i=0

m∑

j=0

[
2aa(m−j)(n−i)r

1
ji + bb(m−j)(n−i)r

1
ji + 2cb(m−j)(n−i)r

2
ji + ba(m−j)(n−i)r

2
ij

]

Combining Equation (3.17) with Equation (3.9) gives the general coefficients of
[DΨ(K)](R) to any desired finite order.

3.5. Inversion of the derivative. Given fixed formal series g and h in Pc,0
1,3 we

must compute the formal series expansion of

r = [DΨ(h)]−1 ◦ g,

which is equivalent to solving the equation

DΨ(h) ◦ r = [Df(P0 + h) ◦ r − r ◦ Eλ] = g. (3.18)

Expand Equation (3.18) using Equations (3.9) and (3.17) and match like terms to
obtain




r3
mn + τr1

mn − λmλ̄nr1
mn + Smn

r1
mn − λmλ̄nr2

mn

r2
mn − λmλ̄nr3

mn


 =




g1
mn

g2
mn

g3
mn




where

Smn =
n∑

i=0

m∑

j=0

[2aa(m−j)(n−i)r
1
ji +bb(m−j)(n−i)r

1
ji +2cb(m−j)(n−i)r

2
ji +ba(m−j)(n−i)r

2
ij ],

From this we isolate the r`
mn terms, and obtain that the matrix equation for the

coefficients of r are given by


−λmλ̄n + 2aa00 + bb00 + τ 2cb00 + ba00 1

1 −λmλ̄n 0
0 1 −λmλ̄n







r1
mn

r2
mn

r3
mn


 =




g1
mn − s̃mn

g2
mn

g3
mn




(3.19)



12 J.D. Mireles James AND Hector Lomeĺı

where the

s̃mn =
n−1∑

i=0

m−1∑

j=0

[2aa(m−j)(n−i)r
1
ji+bb(m−j)(n−i)r

1
ji+2cb(m−j)(n−i)r

2
ji+ba(m−j)(n−i)r

2
ij ],

depend only on lower order terms.
This sequence of infinitely many systems of three equations in three unknowns

implicitly define the coefficients of r. The matrix term Amn is seen to be

Amn = Df(p0)− λmλ̄nI,

and we can invert as long as λmλ̄n is not an eigenvalue of Df(p0). Since λ, λ̄ are
eigenvalues of Amn, the system is invertible as long as

λmλ̄n 6= λ (3.20)

and

λmλ̄n 6= λ̄, (3.21)

These conditions are met whenever m or n are greater than one, as we are con-
sidering the case |λ| < 1. Then we can solve the matrix equations except in the cases
m = n = 0, m = 1, n = 0 and m = 0, n = 1 (the cases for which the coefficients are al-
ready know). Solving the matrix equation gives a numerical procedure for computing
the coefficients of r to whatever finite order we like.

3.6. Other remarks.
a) We choose initial condition h0 = 0 to begin the iteration. Note that while

Ψ(h0) ∈ Pc,0
1,3, it is not the case that Ψ(0) = 0. This can be seen by considering

Ψ(0) = f ◦ P0 − P0 ◦ Eλ and using the explicit form of P0, Eλ and f .
b) The computations above are purely formal. Nevertheless, it is shown in [12],

that such Newton schemes converges on the space of parameterizations ana-
lytic on some small enough disk Br(0), provided that f and it’s inverse are
analytic, and provided that the non-resonance conditions given by Equations
(3.20), and (3.21) are satisfied. Furthermore, if f and its inverse are entire
(as is the case for polynomial maps with polynomial inverses) the parameter-
izations are entire. Then we are assured in practice that our algorithms will
converge [12].

c) The solution of Equation (3.2) is determined only up to the choice of the
length of the eigenvectors. This is the only indeterminacy in the problem, as
once we choose eigenvectors the higher order terms are uniquely determined
by Equation (3.19).

d) The formal series for the two dimensional unstable manifold is computed in
exactly the same way, the difference being that the λ and λ̄ are complex
conjugate eigenvalues of Df(p) having norm greater than one. From now
on, we will write Ps and Pu for the parameterizations of the two dimensional
stable and unstable manifolds respectively.
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e) The computations in this section are specific to the volume preserving Hénon
family, as we have used the specific form of the map f throughout. In principle
the method can be applied to any polynomial map f in a similar way. For a
general analytic function f one would proceed by expanding as a Taylor series
to high order, and then computing the needed compositions and derivatives.

4. Power series approximation of Heteroclinic Arcs.

4.1. Set up of a functional equation, and Newton Scheme. Let p0 and p1

be hyperbolic fixed points of f having two dimensional stable and unstable manifolds
Wu(p0) and W s(p1), which intersect transversally at a point q. Suppose that Pu :
Du → R3 and Ps : Ds → R3 are parameterizations of the stable manifold of p1 and
the unstable manifold of p0 respectively. While it is possible that

Pu(Du) ∩ Ps(Ds) = Wu
loc(p0) ∩W s

loc(p1) = ∅,

it is the case that

q ∈ fku(Wu
loc(p0)) ∩ f−ks(W s

loc(p1)), (4.1)

for some ku, ks ∈ N. Then there are xu
0 ∈ Du and xs

0 ∈ Ds so that

fku ◦ Pu(xu
0 )− f−ks ◦ Ps(xs

0) = 0.

By the transversality assumption, the intersection in Equation (4.1) is locally a one
dimensional arc γ̃ ⊂ Wu(p0)∩W s(p1) through q. Pulling γ̃ back to parameter space,
there are arcs γu ⊂ Du and γs ⊂ Ds having γu(0) = xu

0 , γs(0) = xs
0, and such that

fku ◦ Pu ◦ γu − f−ks ◦ Ps ◦ γs = 0. (4.2)

Define the product curve γ : [−τ, τ ] ⊂ R→ Du×Ds ⊂ R4 by γ = (γu, γs) with γ(0) =
(xu

0 , xs
0). The situation is illustrated in Figure 4.1 (with f and f−1 compositions

suppressed).
The linear term of γ can be determined by considering the tangent vector γ′(0).

To this end it is useful to define the function F : Du ×Ds → R3 by

F (xu, xs) ≡ fku ◦ Pu(xu)− f−ks ◦ Ps(xs), (4.3)

with (xs, xs) ∈ Du ×Ds. Of course

F (xu, xs) = F [γ(0)] = 0. (4.4)

Recall from differential geometry that whenever a smooth arc γ is defined as the zero
set of the smooth function F , we have that

γ′(0) ∈ ker(DF (xu
0 , xs

0)). (4.5)

(See section 1.4 of [19]). We note for future reference that
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X

(          )

Du

P u

W u

loc
(p0)


u

Ds

P s

W s

loc
(p1)


s


̃

Fig. 4.1. Schematic motivation of the invariance equation for γ.

DF (xu
0 , xs

0) = [DF1 |DF2], (4.6)

with

DF1 =




∂
∂u1

[fku ◦ Pu(u0
1, u

0
2)]1

∂
∂u2

[fku ◦ Pu(u0
1, u

0
2)]1

∂
∂u1

[fku ◦ Pu(u0
1, u

0
2)]2

∂
∂u2

[fku ◦ Pu(u0
1, u

0
2)]2

∂
∂u1

[fku ◦ Pu(u0
1, u

0
2)]3

∂
∂u2

[fku ◦ Pu(u0
1, u

0
2)]3




and

DF2 =




∂
∂s1

[f−ks ◦ Ps(s0
1, s

0
2)]1

∂
∂s2

[f−ks ◦ Ps(s0
1, s

0
2)]1

∂
∂s1

[f−ks ◦ Ps(s0
1, s

0
2)]2

∂
∂s2

[f−ks ◦ Ps(s0
1, s

0
2)]2

∂
∂s1

[f−ks ◦ Ps(s0
1, s

0
2)]3

∂
∂s2

[f−ks ◦ Ps(s0
1, s

0
2)]3


 .

Here we have let xu = (u1, u2), xs = (s1, s2), xu
0 = (u0

1, u
0
2) and xs

0 = (s0
1, s

0
2).

Suppose the kernel of DF (xu
0 , xs

0) is one-dimensional, and choose a vector 0 6=
v ∈ ker(DF (xu

0 , xs
0) –where the length of v is arbitrary (this can be done numerically

using the singular value decomposition as discussed in Section 2.1). Then the linear
approximation to γ is

γ0(θ) = (xu
0 , xs

0) + θv. (4.7)

Now we will compute the high order terms for γ, based on the fact that γ solves
Equation (4.2). As in the case of the two dimensional stable and unstable manifolds,
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we solve the functional equation using a Newton method on a space of formal series.
Begin by assuming that γ(θ) can be expressed as a power series

γ(θ) =
(

γu(θ)
γs(θ)

)
=

∞∑

j=0

θj




αj

βj

α̂j

β̂j


 (4.8)

with (α0, β0, α̂0, β̂0) = (xu
0 , xs

0), and (α1, β1, α̂1, β̂1) = v. Note that all series of the
form given in Equation (4.8) are elements of P1,4, and that γ0 ∈ P1,4.

Let

P0
1,4 = {h ∈ P1,4 : h(0) = 0 and h′(0) = 0}

and

P0
1,3 = {g ∈ P1,3 : g(0) = 0 and g′(0) = 0}.

For h ∈ P0
1,4, we write h = (hu, hs).

This discussion motivates the definition the nonlinear operator Φ : P0
1,4 → P0

1,3

by

Φ(h) ≡ fku ◦ Pu ◦ (γu
0 + hu)− f−ks ◦ Ps ◦ (γs

0 + hs), (4.9)

where Φ is zero to second order in θ due to the definition of γ0. To compute a zero of
Φ, we iterate the sequence

hn+1 = hn − [DΦ(hn)]−1 ◦ Φ(hn).

Then γn = γ0 +hn is the n-th approximation to γ. As before, this formalism requires
computation of:

• A formal series for Φ(h), given any formal series h

• The Fréchet derivative of Φ with respect to h.
• A formal series expansion for [DΦ(h)]−1 ◦ g, when h and g are known formal

series.
• An appropriate starting function from which to begin the Newton iteration.

4.2. Composition of Φ and h. First consider the expressions fku,−ks ◦ Pu,s.
The recursion relations for f ◦Q where Q ∈ Pc

1,3, are given by Equation (3.14). Then
if Pu is the series expansion of the unstable manifold we use these recurrence relations
to compute the coefficients of P 1 = f ◦ Pu.

Now P 1 ∈ Pc
1,3 and we can compute the coefficients of

P 2 = f ◦ P 1 = f [f ◦ Pu] = f2 ◦ Pu,

using the same recurrence relations. By iterating we compute the formal series for
fku ◦ Pu for any ku ∈ N (and similar computations for f−ks ◦ Ps).

In this section we denote the series so obtained by

fku ◦ Pu(s, t) =
∞∑

n=0

∞∑
m=0

(s + it)m(s− it)n




a1
mn

a2
mn

a3
mn



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and

f−ks ◦ Ps(s, t) =
∞∑

n=0

∞∑
m=0

(s + it)m(s− it)n




â1
mn

â2
mn

â3
mn


 .

In order to complete the computation of Φ(h), we have to compute the further
compositions fku ◦Pu ◦ (γu

0 +hu) and f−ks ◦Ps ◦ (γs
0 +hs). The component equations

are

[fku ◦ Pu ◦ (γu
0 )]` =

∞∑
n=0

∞∑
m=0



∞∑

j=0

(αj + iβj)θj




m 

∞∑

j=0

(αj − iβj)θj




n

a`
mn =

∞∑

j=0

A`
jθ

j

and

[f−ks ◦ Ps ◦ (γs
0)]` =

∞∑
n=0

∞∑
m=0



∞∑

j=0

(α̂j + iβ̂j)θj




m 

∞∑

j=0

(α̂j − iβ̂j)θj




n

â`
mn =

∞∑

j=0

Â`
jθ

j

for ` = 1, 2, 3 and some A`
j , Â

`
j to be determined. Note however that these compo-

sitions have the form of the general compositions worked out in Appendix A.2, so
that we can explicitly compute the coefficients A1

j , A2
j , A3

j , Â1
j , Â2

j , and Â3
j using the

method discussed there.

4.3. Fréchet Derivative of Φ With Respect to h. Let r, h ∈ P0
1,4. We denote

these functions by h = (hu, hs) and r = (ru, rs). Define ξ = γ0 + h, with ξ = (ξu, ξs).
Considering the difference

Φ(h + r)− Φ(h),

and using Taylors Theorem to expand f allows us to compute the Fréchet derivative

[DΦ(γ)](r) = D
[
fku ◦ Pu(ξu)

]
(ru)−D

[
f−ks ◦ Ps(ξs)

]
(rs) .

Applying the partial derivative formulas from Equations (3.10) and (3.11) to the series
expansions for fku◦Pu and f−ks◦Ps discussed in Section (4.2), we compute the matrix
entries

D
[
fku ◦ Pu

]
=




∂

∂u1

[
fku ◦ Pu

]
1

∂

∂u2

[
fku ◦ Pu

]
1

∂

∂u1

[
fku ◦ Pu

]
2

∂

∂u2

[
fku ◦ Pu

]
2

∂

∂u1

[
fku ◦ Pu

]
3

∂

∂u2

[
fku ◦ Pu

]
3




, (4.10)
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and

D
[
f−ks ◦ Ps

]
=




∂

∂s1

[
fks ◦ Ps

]
1

∂

∂s2

[
fks ◦ Ps

]
1

∂

∂s1

[
fks ◦ Ps

]
2

∂

∂s2

[
fks ◦ Ps

]
2

∂

∂s1

[
fks ◦ Ps

]
3

∂

∂s2

[
fks ◦ Ps

]
3




. (4.11)

Here each entry is a formal series in P2,3 with variables xu = (u1, u2) and xs = (s1, s2).
We now apply the composition formula developed in Appendix A.2, and evaluate each
entry at ξ ∈ P0

1,4 obtaining

D
[
fku ◦ Pu(ξu)

]
=

∞∑

j=0

θj




B1
j C1

j

B2
j C2

j

B3
j C3

j


 ,

and

D
[
f−ks ◦ Ps(ξs)

]
=

∞∑

j=0

θj




B̂1
j Ĉ1

j

B̂2
j Ĉ2

j

B̂3
j Ĉ3

j


 .

Then the matrix series of the Fréchet derivative is

[DΦ(h)] =
∞∑

j=0

θj




B1
j C1

j −B̂1
j −Ĉ1

j

B2
j C2

j −B̂2
j −Ĉ2

j

B3
j C3

j −B̂3
j −Ĉ3

j


 , (4.12)

and the composition [DΦ(h)] r for r ∈ P0
1,4 is computed by standard matrix multipli-

cation, with the elements of both the vector r and the matrix DΦ(h) power series of
a single real variable. The multiplications are computed using the standard product
formula. Note that the result

[DΦ(h)]r ∈ P0
1,3.

4.4. Inversion of the Fréchet derivative. Now denote g ∈ P0
1,3 by

g(θ) =
∞∑

j=0

θj




g1
j

g2
j

g3
j


 ,

with g(0) = g′(0) = 0. We must develop a formal series expansion for h ∈ P1,4 defined
by

r = [DΦ(h)]−1g. (4.13)
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This is equivalent to finding an r ∈ P0
1,4 solving the equation

[DΦ(h)]r = g,

where h and g are fixed.
Using the series expansion of DΦ developed above, this is



∞∑

j=0

θj




B1
j C1

j −B̂1
j −Ĉ1

j

B2
j C2

j −B̂2
j −Ĉ2

j

B3
j C3

j −B̂3
j −Ĉ3

j









∞∑

j=0

θj




αj

βj

α̂j

β̂j





 =

∞∑

j=0

θj




g1
j

g2
j

g3
j


 .

Expanding a component of this equation using the convolution formula in Appendix
A.1 gives

∞∑

j=0

j∑

k=0

[
B`

kαj−k + C`
kβj−k − B̂`

kα̂j−k − Ĉ`
kβ̂j−k

]
θj =

∞∑

j=0

g`
jθ

j ,

for ` = 1, 2, 3. Matching like powers of θj and isolating the j-th terms of r gives

B`
0αj + C`

0βj − B̂`
0α̂j − Ĉ`

0β̂j = g`
j − s`

j ,

for ` = 1, 2, 3, with s`
j defined by

s`
j =

j∑

k=1

[
B`

kαj−k + C`
kβj−k − B̂`

kα̂j−k − Ĉ`
kβ̂j−k

]
.

Note that s`
j depend recursively on only lower order (hence already known) terms.

Matrix equations for the coefficients of r are




B1
0 C1

0 B̂1
0 Ĉ1

0

B2
0 C2

0 B̂2
0 Ĉ2

0

B3
0 C3

0 B̂3
0 Ĉ3

0







αj

βj

α̂j

β̂j


 =




g1
j − s1

j

g2
j − s2

j

g3
j − s3

j




or

Drj = gj − sj . (4.14)

4.5. Other Remarks.
a) Once we have obtained series solution γ = (γu, γs) of Equation (4.2), either

of the curves Pu(γu), Ps(γs) ∈ P1,3 parameterize γ̃ ⊂ Wu(p0) ∩ W s(p1) in
phase space.

b) We begin the Newton iteration with h0 = 0. As before note that while
Ψ(0) ∈ P0

1,4 it is not the case that Ψ(0) = 0 (here 0 refers to the zero element
of P0

1,4).
c) Unlike the Newton scheme developed in Section 3, the present scheme is

general, as we have made no use of the specific form of f . What is required is
that f and its inverse are analytic, that Ps,u are known, that the the recursion
for f ◦K and f−1 ◦K are known, and that q, ku, and ks are known.
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d) Since D in Equation (4.14) is a 3× 4 matrix, it cannot be invertible. Never-
theless, we obtain a solution of Equation (4.14) at each j by employing the
Moore-Penrose inverse of D as discussed in Section 2.1. Then

rj = [D]−1
MP (gj − sj).

uniquely determines the coefficients of r. Note that D is independent of j,
and the computation of the Moore-Penrose inverse of a single matrix is all
that is required.

e) Moreover, we have that D = DF (xu
0 , xs

0), where DF is the matrix from
Equation (4.6). To see this simply evaluate Equation (4.12) at θ = 0 (us-
ing Equations (4.10), and (4.11)) and compare with the terms of Equation
(4.6). Then we will learn when we attempt to fix γ0 whether or not D has
one-dimensional kernel. It follows that if the initial curve γ0 can computed
numerically, then we can solve Equation (4.14), for any h ∈ P0

1,4 and g ∈ P0
1,3,

and compute the coefficients of r up to any fixed finite order.
f ) The condition that DF (xu

0 , xs
0) in Equation (4.5) have one dimensional kernel

is equivalent to the assumption that Wu(p0)∩W s(p1) is transverse at q. Then
in practice, we need not know a-priori that the intersection is transverse at
q. We will learn wether the assumption of transversality holds, and wether
[DΦ(h)]−1 is well defined, when we attempt to define γ0 in Equation (4.5).

g) The fact that we have one degree of freedom in the Equation (4.14) at each j is
interpreted in terms of reparameterization of the speed along the arc γ. Given
a curve γ = γ0 +h solving Φ(h) = 0 it is the case that any reparameterization
γ′(θ) = γ0(σ(θ)) + h(σ(θ)) = γ0 + h′, with σ : R→ R an increasing function
of θ, will also have Φ(h′) = 0. The freedom in the choice of coefficient of
h at each power j corresponds to the freedom in choosing the j-th Taylor
coefficient of σ.

h) The under determinedness of Equation (4.14) and the freedom in choice of
parameterization of γ are related to the observation that DΦ(h) cannot be
an isomorphism of P0

1,4 onto P0
1,3, and hence must have non-trivial kernel.

In fact the since the kernel of DΦ(h) is parameterized by the family of in-
creasing functions σ from the previous remark, the kernel is not even finite
dimensional. Solving Equation (4.13) is equivalent to computing a psudo-
inverse of an infinite dimensional linear operator having infinite dimensional
kernel.

5. Numerical Domain of the Formal Series. Even though the parameteri-
zations Ps,u are entire (see Remark b in section 3), in practice we only ever compute
a finite number of terms, and the truncated series only approximate the desired pa-
rameterizations. In order to make practical use of these truncated series, we have to
determine parameter domains on which the approximations are reasonable. To this
end, define the stable and unstable error functionals

Errorr
s, Errorr

u : C0(Br(0) ⊂ R2,R3) → R

by
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Fig. 5.1. P N
s (Ds) and P N

u (Du), for N = 50 and ε = 5×10−15. Local unstable manifold shown

in blue. Local stable in red.

Errorr
u(Q) = sup

(s,t)∈Br(0)

‖ (f ◦Q−Q ◦ Eλu) (s, t) ‖,

and

Errorr
s(Q) = sup

(s,t)∈Br(0)

‖ (f ◦Q′ −Q′ ◦ Eλs) (s, t) ‖,

where Q,Q′ ∈ C0(Br(0) ⊂ R2,R3), and r > 0 is free.
Let PN

s,u be the N -th order numerical approximations of the parameterizations
Ps,u obtained by iterating the Newton scheme discussed in Section 3, truncated at
order N .

Definition 5.1. We say that r > 0 is an ε-numerical radius of convergence for
PN

s,u if

Errorr
s,u(PN

s,u) < ε

on Br(0) ⊂ R2.
Fix ε > 0 and suppose that ru,s are ε-numerical radii of convergence for PN

u,s.
Define stable and unstable parameter disks Du = Bru(0) and Ds = Brs(0). The
numerical approximations of the local stable and unstable manifolds in phase space
are given by

Wu
loc ≈ PN

u (Du) W s
loc ≈ PN

s (Ds),

and ε is a measure of how accurately PN
s,u approximate Ps,u on Ds,u.
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Fig. 5.2. Globalized Stable and Unstable manifolds. Obtained by iterating the local disks 75 times.

Example 5.1. Take a = 0.44, b = 0.21, c = 0.35, α = −0.25, and τ = −0.3.
We truncate the power series Ps,u at order K = 50. Let ε = 5 · 10−15. Evaluating the
error functionals for various r < 1 shows that rs = ru = 0.62 is an ε-numerical radii
of convergence for the series.

The resulting approximations of the stable and unstable manifolds are shown in
Figure 5.1, with the stable manifold colored red and the unstable manifold colored
blue. The surfaces shown in Figure 5.1 are obtained by triangulating Ds and Du in
the plane, and then lifting the triangulation into phase space using Ps and Pu. Then
it is the vertices of the Figures that satisfy the error conditions. The disks shown in
Figure 5.1 require no iteration under the Hénon dynamics. Figure 5.2 is obtained by
iterating the local disks 75 times each.

Remarks 5.1.

• The polynomial approximations of the stable and unstable manifolds are valid
on a large region of phase space. This is illustrated in Figure 5.1 by the fact
that the local stable and unstable manifolds occupy much of the region between
the fixed points.

• The parameterization method yields highly accurate polynomial approxima-
tions (in this case the order 50 polynomials are accurate to within roughly
23 multiples of double precision machine epsilon on Ds,u). Because the lo-
cal approximations are so precise, it is possible to iterate a large number of
times before the approximations diverge from the actual stable and unstable
manifolds.

• Figure 5.2 illustrates the correct asymptotic behavior of the two dimensional
manifolds, which must accumulate on the one dimensional stable and unstable
manifolds by the λ-lemma.

• Since the parameterizations are not required to be graphs, the method allows us
to follow folds of the manifolds. The method also gives accurate information
about derivatives as we compute the series to high order with small remainder.
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Fig. 6.1. Schematic of the “global first intersection” of the stable and unstable manifolds with

the test section.

6. Computation of a Single Heteroclinic Intersection Point. In this sec-
tion we develop some heuristic numerics for automatically generating the initial data
q, ku, and ks necessary to formulate Equation (4.2). We proceed in two steps; first
a coarse heuristic computation which locates ku, ks and an approximate intersection
point q0; then a Newton procedure which refines q0 to an approximate intersection
point q, valid to roughly machine precision.

6.1. Approximate Initial Data by Section. In order to determine how many
iterates of the local stable and unstable manifolds are necessary in order to obtain
an intersection, we exploit a particular cross section of the manifolds in phase space.
Using this section we are able to read off the needed guesses.

Definition 6.1. Let ` be the line determined by p0 and p1. Let p ∈ ` be the point
half way between p0 and p1. Let T be the plane perpendicular to ` and containing p.
We call T the “half-way plane” for p0 and p1. Note that T is unique.

Roughly speaking, we want to extend the local stable and unstable manifolds
until they reach T for the first time. A schematic situation is shown in Figure 6.1.
We call the intersection of the two circles in Figure 6.1 the global first intersection of
the stable and unstable manifolds relative to T , or simply the global first intersection.
The following algorithm sketches the section computation.

Algorithm 2 (Compute Rough Section). Choose Du so that Pu(Du) = Wu
loc(p0)

is entirely on the same side of T as p0. Fix εtol > 0.
• Discretize the parameter domains using N points {xu

i }N
i=1 ⊂ Du. The points

W = {Pu(xu
i )} discretize the local unstable manifold.

• Iterate the points W . Throw away iterates that cross T . Put the ‘good’ iterates
in an array Su.

• Let Iu be the subcollection of Su within distance εtol from the plane T .
Perform the same search for W s

loc(p1), yielding a set Is. The sets Iu,s from Algorithm 2
approximate (up to εtol) the loops in the plane T shown in Figure 6.1. The intersection
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Fig. 6.2. Section of the Resonance Complex. The section suggests six intersection points.

of Iu,s approximates the global first intersection. The following algorithm sketches
the selection of the parameter guesses.

Algorithm 3 (Locate Parameter Guesses). Use the same εtol as above, and
choose a constant C > 1.

• Let Q be all pairs of points (qu, qs) ∈ Iu × Is having ‖ qu − qs ‖< Cεtol.
• The points in Q cluster into ‘lumps’ Qi, where we say q and q′ are in the

same ‘lump’ if ‖ q − q′ ‖< Cεtol.
• Choose representatives (qu

i , qs
i ) ∈ Qi.

• For each i follow the point qu
i under iteration of f−1 until the preimage is a

point in W = {Pu(xu
i )}. Let kui be the number of iterates necessary. Do the

same for qs
i under f .

• Return the parameter guesses xu
i and xs

i , as well as the iterate counts kui and
ksi .

The ‘lumps’ approximate points in the intersection of Wu(p0) and W s(p1). The
parameter guesses have

‖ fkui (xu
i )− fksi (xs

i ) ‖≤ C εtol.

In practice some experimentation with C and εtol, as well as with the density of the
discretization points in Ds,u, is necessary in order to obtain a useful section. Note
that since we are planning to input the resulting data into a Newton Method, the
guesses need not be that good. An εtol on the order of 10−2 and C = 2 are often
sufficient to get the desired results.

Example 6.1. Using the same parameter values, parameterizations, and radii of
convergence as in Example 5.1, we compute a half-way section using the algorithms
above. We choose a resolution εtol = 2.5 · 10−2.

This results, for example, in parameter values
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Fig. 6.3. Over-iterated Section of the Resonance Complex. Illustrates the accumulation of the

two dimensional manifolds on the complementary one dimensional manifolds.

xu
guess = (−0.215, 0.026) ∈ Du and xs

guess = (0.159,−0.014) ∈ Ds

and iterate values ku = 2, ks = 3 so that

∣∣|(f2 ◦ Pu)(xu
guess)− (f−3 ◦ Ps)(xs

guess)
∣∣ | < 0.047

The approximation to the global first intersection is shown in Figure 6.1. The
Figure suggests that the first intersection has six arc components which pass through
the half-way plane. Then, in addition to the approximate intersection given above, we
can find five other distinct approximate intersections.

Our reason for focusing on the “first intersection” of the stable and unstable man-
ifolds in phase space is illustrated in Figure (6.3). Here we see that unless we make
a careful choice of section, we obtain too many intersection points to handle in an
automated way. This is due to the λ-lemma.

6.2. Refining the Initial Guesses. The output of Algorithm 3 approximately
solves the algebraic Equation (4.4). We apply a finite dimensional (degenerate) New-
ton Method, and obtain a solution accurate to almost machine precision (the linear
operator in the Newton Method has one dimensional kernel, so that we invert as
discussed in Section 2.1).

Example 6.2. Beginning from the data xs
guess and xu

guess obtained in Example
(6.1), the finite dimensional Newton Scheme

(
xu

n+1

xs
n+1

)
=

(
xu

n

xs
n

)
− [DF (xu

n, xs
n)]−1

MP F (xu
n, xs

n)
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converges to

xu
f = (−0.21847150687026, 0.02943166952031) ∈ Du

and

xs
f = (0.15932798404614,−0.00625895303931) ∈ Ds

having

‖ (f2 ◦ Pu)(xu
f )− (f−3 ◦ Ps)(xs

f ) ‖< 2.24× 10−16

Here F (xu, xs) is as in Section 6, and the degeneracy of the linear operator in the the
Newton scheme requires the computation of a Moore Penrose Inverse as discussed in
Section 2.1.

If we then let q = f2(Pu(xu
f )), then we have

q =




0.105778203679722
1.398309723465859
−1.050157418426429




as an approximate heteroclinic point in phase space. One can check the validity of the
approximation by iterating q. We note for example that

||p1 − f77(q)|| < 8.8× 10−6,

so that q has the correct asymptotic behavior for more than 75 iterates (and similarly
for inverse iterates). Figure 7−ab illustrate the orbits of the results in both parameter
space and phase space.

7. Numerical Results of the Arc Computation. In this section we give nu-
merical results for step 3 of Algorithm 1. These depend on the results from Examples
5.1, 6.1, and 6.2. We run the Newton scheme developed in Section 4 with

γ0(θ) =
(

xu

xs

)
+ θv =




−0.21847150687026
0.02943166952031
0.15932798404614
−0.00625895303931


 + θ




−0.11086390724073
−0.42395453452640
−0.24077289633209

−3.988955692034501× 10−4




where v is chosen so that v ∈ ker(DF ) as discussed in Section 4.1. With truncated
formal series of order one hundred, the Newton scheme numerically converges after
seven iterates to a curve γ = (γu, γs), for which we check that

sup
θ∈[−0.5,0.5]

∥∥[f2 ◦ Pu ◦ γu](θ)− [f−3 ◦ Ps ◦ γs](θ)
∥∥ < 5× 10−14.
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Then γ has ε-numerical radius of convergence of r = 0.5, with ε equal to roughly 200
multiples of double precision machine epsilon. Figure 7.1-c. shows the arc γu through
xu

0 in parameter space. The image of γs in stable parameter space is similar. The
image f2 ◦ Pu ◦ γu = γ̃ in phase space is shown in Figure 7.1-d.

Remarks 7.1. Once we have obtained an accurate computation of the local arc
segment γ, this local data can be iterated to obtain information about the global dy-
namics. This however gives rise to an interesting complication.

a) Given an arc s, we say that the arc ŝ continues s if s ∩ ŝ 6= ∅. Figure 7
illustrates the fact that there is no invariant continuation of γu . To see
this note in (d) that E−3

λ γu (green arc) does in fact continue γu (black arc).
Nevertheless, E−1

λ γu, and E−2
λ γu do not lie on any continuation of γu; hence

the continuation of γu is not invariant.
b) Let

S =
∞⋃

k=−∞
fk(γ̃). (7.1)

S is approximated by green set in Figure 7.3. S is globally invariant, and if
p ∈ S then p is either heteroclinic from p0 to p1, or p is fixed. We call S a
branched heteroclinic manifold.

c) Note that the branched heteroclinic manifold in Figure 7.3 passes through
three of the six “first intersection points” found in Figure 6.1. By repeating the
analysis illustrated in the Examples 6.1, and 6.2 for one of the three remaining
first intersection points shown in Figure 7.4, we obtain the complete branched
heteroclinic manifold of first intersection shown in Figure 7.4.

d) Note that, as in [30, 28], the stable and unstable manifolds of p0 and p1 en-
close a compact neighborhood R ⊂ R3. Such a region R is sometimes called
a resonance zone. The heteroclinic branched manifold illustrated in Figure
7.4 is needed in order to define certain geometric invariants introduced in
[31]. These geometric invariants are related to the dynamics in R and extend
the planar techniques developed in [28] to volume preserving diffeomorphisms.
Numerical computation of these geometric invariants will be aided by exploit-
ing the techniques developed here. More precisely, the geometric invariants
of [31] are defined in terms of certain line integrals over the branched hetero-
clinic manifold of first intersection. Since we have computed the intersection
to high precision we hope to make an accurate numerical study of these line
integrals, in order to better understand the relation between the integrals and
the dynamics of the map.

8. Acknowledgements. The authors would like to thank J.T. Halbert for care-
fully reading an earlier draft of the manuscript and many helpful comments and cor-
rections. JDMJ was supported by NSF grant DMS 0354567 and by the University of
Texas Department of Mathematics Program In Applied and Computational Analysis
RTG Fellowship during this work. This paper was written while HL held a Research
Visiting Scholar position at the University of Texas at Austin and was supported in
part by Asociación Mexicana de Cultura and CONACYT-Mexico. Useful conversa-



HETEROCLINIC ARCS 27

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1
a

−2
0

2

−2
0

2
−1.5

−1

−0.5

0

0.5

1

1.5

b

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1
c

−2
0

2
−2

0
2

−1.5

−1

−0.5

0

0.5

1

1.5

d

Fig. 7.1. Heteroclinic Orbits: (a) shows the unstable parameter domain Du with a blue circle.

The red circle highlights an unstable parameter value xu for a heteroclinic point q. The black dots

are the backward orbit of xu in parameter space under the linear dynamics E−1
λu

(in backward time

the point converges to the origin) (b) shows the lift q = Pu(xu) in phase space. Now q is highlighted

with a red circle. The blue dots show 50 forward and backward iterates of the highlighted point

under the volume preserving Hénon dynamics. The highlighted point converges to the fixed point

p0 in backward, and p1 in forward time. (c) The green curve is an heteroclinic parameter arc γu

through the highlighted point xu. This arc is computed using the Newton method of Section 4. (d)

Shows the image of the parameter arc γu under the parameterization map Pu. This results in a

heteroclinic arc γ̃ ⊂ W u(p0) ∩W s(p1) in phase space

tions with Jim Meiss and Rafael de la Llave are gratefully acknowledged.

Appendix A. Power series.

A.1. Product formula and the convolution of coefficients. A general
power series of two variables can be written as

P (x, y) = a00 + a10x + a01y + a20x
2 + a11xy + a02y

2 + . . . =
∞∑

j=0

∞∑

i=0

aijx
iyj ,

where the subscript ij of aij counts the number of powers of x and y in each term.
If P and Q are power series of two variables then we define formally P + Q and

c · P , with c a scalar, in the obvious way. Let
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Fig. 7.2. Dynamics of Heteroclinic Arcs: (a) shows the unstable parameter arc γu ⊂ Du

in black and the boundary of the parameter disk Du in blue. (b) shows the arc γu in black as

well as its first inverse iterate E−1
λu

(γu) in green. (c) shows γu in black, as well as E−1
λu

(γu) and

E−2
λu

(γu) in green. (d) shows γu in black as well as its first three inverse iterates in green. Note

that γu ∪E−3
λu

(γu) is a continuation of the curve γu. Observe that if we continue a heteroclinic arc

γu all the way to the fixed points, the resulting curve is not invariant. To obtain an invariant set it

is necessary to include the continuations of the first and second iterates of γu as well (as illustrated

in the next figure).

P (x, y) =
∞∑

j=0

∞∑

i=0

aijx
iyj Q(x, y) =

∞∑

j=0

∞∑

i=0

bijx
iyj

and define

(P + Q)(x, y) =
∞∑

j=0

∞∑

i=0

(aij + bij)xiyj ,

and

(c · P )(x, y) =
∞∑

j=0

∞∑

i=0

c aijx
iyj .
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Fig. 7.3. Heteroclinic Branched Manifold: W u
loc(p0) in blue and W s

loc(p1) in red. The green

curves approximate the invariant set S defined in Equation (7.1) and are computed by
⋃50

k=−50 fk(γ̃).

The Figure also illustrates the accuracy of the computation of the initial arc γu. The initial arc

segment shows the correct asymptotic behavior even after being iterated many times.

Fig. 7.4. Complete “first intersection” of W u(p0) and W s(p1) as discussed in Remark c.
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The Cauchy product of the series is defined to be

(Q · P )(x, y) =
∞∑

j=0

γj(x)yj

=
∞∑

j=0

j∑

k=0

αj−k(x)βk(x)yj =
∞∑

j=0

j∑

k=0

∞∑

i=0

ci(j−k)x
iyj

=
∞∑

j=0

j∑

k=0

∞∑

i=0

i∑

l=0

a(i−l)(j−k)blkxiyj ,

=
∞∑

j=0

∞∑

i=0

j∑

k=0

i∑

l=0

a(i−l)(j−k)blkxiyj .

A.2. A Composition Formula. Let G : R2 → R, and γ : R→ R2 be given by

G(s, t) =
∞∑

n=0

∞∑
m=0

(s + it)m(s− it)namn

and

γ(θ) =
(

s(θ)
t(θ)

)
=

∞∑

j=0

θj

(
αj

βj

)
.

Then the composition G ◦ γ : R→ R has formal series

∞∑

j=0

Ajθ
j = G ◦ γ(θ).

We want a recursive formula for the coefficients Aj . We compute

G ◦ γ(t) =
∞∑

n=0

∞∑
m=0

[s(θ) + it(θ)]m[s(θ)− it(θ)]namn

=
∞∑

n=0

∞∑
m=0



∞∑

j=0

αjθ
j + i

∞∑

j=0

βjθ
j




m 

∞∑

j=0

αjθ
j − i

∞∑

j=0

βjθ
j




n

amn

=
∞∑

n=0

∞∑
m=0



∞∑

j=0

(αj + iβj)θj




m 

∞∑

j=0

(αj − iβj)θj




n

amn.
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Denote

∞∑

j=0

[aj(m) + ibj(m)]θj =



∞∑

j=0

(αj + iβj)θj




m

,

and

∞∑

j=0

[cj(n) + idj(n)]θj =



∞∑

j=0

(αj − iβj)θj




n

.

Then

G ◦ γ(θ) =
∞∑

n=0

∞∑
m=0

amn




∞∑

j=0

[aj(m) + ibj(m)]







∞∑

j=0

[cj(n) + idj(n)]




=
∞∑

n=0

∞∑
m=0

amn

∞∑

j=0

j∑

k=0

(ak(m)cj−k(n)− bk(m)dj−k(n))θj

+i

∞∑
n=0

∞∑
m=0

amn

∞∑

j=0

j∑

k=0

(ak(m)dj−k(n) + bk(m)cj−k(n))θj .

Let amn = xmn + iymn. Then the real part is

G ◦ γ(θ) =
∞∑

n=0

∞∑
m=0

xmn

∞∑

j=0

j∑

k=0

(ak(m)cj−k(n)− bk(m)dj−k(n))θj

−
∞∑

n=0

∞∑
m=0

ymn

∞∑

j=0

j∑

k=0

(ak(m)dj−k(n) + bk(m)cj−k(n))θj

=
∞∑

j=0

( ∞∑
n=0

∞∑
m=0

j∑

k=0

Ξk,j(m,n)

)
θj ,

where

Ξk,j(m,n) =

xmn [ak(m)cj−k(n)− bk(m)dj−k(n)]− ymn [ak(m)dj−k(n) + bk(m)cj−k(n)] .

Recall here that aj(n), bj(n), cj(n), and dj(n) are series coefficients for the real and
imaginary parts of the series expansions of γn and γn. Rather than give recurrence
relations for these coefficients, we give an algorithm which computes them.

Algorithm 4 (Compute Coefficients of Powers Through N).
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function computePowersCoefficients ({αj}, {βj}, N);
{aj(1)} = {αj};
{bj(1)} = {βj};
{aj(2)} = {αj} ∗ {αj} − {βj} ∗ {βj};
{bj(2)} = {αj} ∗ {βj}+ {βj} ∗ {αj};
for (3 ≤ k ≤ N)

p = ceil(k/2);
q = integerPart(k/2);
{aj(k)} = {aj(p)} ∗ {aj(q)} − {bj(p)} ∗ {bj(q)};
{bj(k)} = {aj(p)} ∗ {bj(q)}+ {bj(p)} ∗ {aj(q)};

end for

return ({aj(n)}, {bj(n)}) ;
The input to the algorithm is the list of the power series coefficients for γ. The

output is a matrix whose k-th column is a list of the power series coefficients of γn. ∗
denotes series coefficient convolution. The algorithm computes all powers of γ through
N with a minimum number of convolutions. Calling the algorithm with input αj and
−βj gives the coefficients for γ. Using this algorithm we compute the coefficients of
the powers of γ and its conjugate before beginning the composition computation. The
recursion relations for Ξ allow direct computation of the composition coefficients once
the power coefficients are know.
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[13] Brian A. Coomes, Hüseyin Koçak, and Kenneth J. Palmer. Homoclinic shadowing. J. Dynam.

Differential Equations, 17(1):175–215, 2005.

[14] Lorenzo J. Dı́az and Jorge Rocha. Nonconnected heterodimensional cycles: bifurcation and

stability. Nonlinearity, 5(6):1315–1341, 1992.

[15] E. J. Doedel, B. W. Kooi, G. A. K. van Voorn, and Yu. A. Kuznetsov. Continuation of

connecting orbits in 3D-ODEs. I. Point-to-cycle connections. Internat. J. Bifur. Chaos

Appl. Sci. Engrg., 18(7):1889–1903, 2008.

[16] Eusebius J. Doedel and Mark J. Friedman. Numerical computation of heteroclinic orbits. J.

Comput. Appl. Math., 26(1-2):155–170, 1989. Continuation techniques and bifurcation

problems.

[17] H. R. Dullin and J. D. Meiss. Quadratic volume-preserving maps: invariant circles and bifur-

cations. SIAM J. Appl. Dyn. Syst., 8(1):76–128, 2009.

[18] J. P. England, B. Krauskopf, and H. M. Osinga. Computing one-dimensional global manifolds
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