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1 Introduction and main result

In 1997, Bolotin and MacKay [8] studied a Lagrangian system with kinetic
energy minus potential energy having the following form

ε2

2
|v|2 − V (x, τ), ((x, v), τ) ∈ TT× R. (1.1)

(Actually, in their paper, the configuration space can be any non-simply con-
nected compact manifold.) They called the singular limit ε → 0 the anti-
integrable limit. In the special case when V is periodic in τ , by assuming
that the integral of corresponding adiabatic Poincaré-Melnikov function [16]
has global minimum points at τ = n0 + Z for some n0 ∈ R, when ε is small
they proved existence of multibump orbits, then obtained the Bernoulli shift
property [27]. Their work remarkably extended the concept of anti-integrability
[4, 19] of symplectic twist maps to Lagrangian systems. However, their method
does not work if n0 is a maximum point. Due to this, MacKay proposed that
problem (1.1) may be approached by the implicit function theorem. This led to
the work of the present paper.

The small mass system (1.1) can be converted to a system of slowly variation
in potentials, namely with the following Lagrangian

L(x, v, s, t, ε) =
1
2
|v|2 − V (x, εs + t) (1.2)

by introducing a fast time s = τ/ε and letting the potential has a phase t when
s = 0. The corresponding Newton’s equation of (1.2) reads:

q̈(s) + DxV (q(s), εs + t) = 0.

Below, we state our assumptions on the potential function, which guarantee ex-
istence of homoclinic trajectories when ε = 0. Then we state our main theorem.

We assume for any fixed s, t and ε that the origin is the unique non-
degenerate global maximum point of the C3-potential function V and that there
is a neighbourhood U of the origin, U = {x : |x| < r for some r > 0}, and con-
stants K > k > 0 such that

D2
xV (0, εs + t) := −λt,ε(s), (1.3)

−K ≤ D2
xV (x, εs + t) ≤ −k ∀x ∈ U. (1.4)

Thus the potential is concave in U . We also assume

V (x, εs + t) > V (y, εs + t) ∀ x ∈ ∂U and y ∈ T \ U. (1.5)

When ε = 0, we have an autonomous potential V (x, t). By conservation of
energy, the phase portrait consists of closed curves. For fixed t, there are two
classes of homoclinic trajectories to the origin. They come in one-parameter
families due to time-translation invariance. We need a notion to specify which
one we will be talking about.

Definition 1.1. A homoclinic trajectory Γ : R→ T, s 7→ Γ(s), is said to be of
type (x, 0) if Γ(0) = x.
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Figure 1: Phase portraits of two homoclinics for L(x, v, s, t, 0): Γ−t,0 is such
that Γ−t,0(0) = xL, Γ−t,0(T

∗
t,0) = xR, thus is of type (xL, 0); Γ+

t,0 is such that
Γ+

t,0(0) = xR, Γ+
t,0(T

∗
t,0) = xL, thus is of type (xR, 0).

Hence, when ε = 0, the system possesses two homoclinic trajectories: one
is of type (xL, 0), the other one is of type (xR, 0), where xL and xR are the
boundary points of U . (See figure 1.) Let f(t) be the area enclosed by any of
these two orbits with the zero section of TT, then f(t) is C2 and is crucial for
proving existence of homoclinic orbits when ε 6= 0 [12, 25, 23, 33, 14, 8]. In
most cases it is assumed to have only non-degenerate critical points. In fact,
Wiggins, Kaper and Kovačič showed that the derivative of this function is the
adiabatic Poincaré-Melnikov functions [31, 16].

We do not require the potential to be periodic in t but assume it is bounded
below. Then, the function f is bounded above, and condition (1.4) guarantees
it is bounded away from zero as well. These facts together with (1.5) imply the
time T ∗t,0 needed for a homoclinic trajectory to travel from a boundary point to
another one of U is finite and bounded away from zero. Let

∆∗
T :=

⋃

t∈R
T ∗t,0.

Generically, we can assume f is non-constant. Let N = {ni}i∈I be an arbitrary
increasing sequence consisting of uniformly non-degenerate critical points of f ,
where I is an index set defined by

I := [l, l + 1, · · · , m− 1,m], −∞ ≤ l ≤ m ≤ ∞, (1.6)

with m−l+1 equal to the cardinality of such sequence. To be precise, we assume
there are positive constants c1, c2 and ∆n such that if n ∈ N then f ′(n) = 0
and c2 ≥ |f ′′(n)| ≥ c1 and that for all i ∈ I, we have |ni+1 − ni| ≥ ∆n.

Before stating our theorem, we first divide the real line into time intervals
Ωi,j,ε: We fix a small open interval ∆t containing 0 such that

c3 ≤ ∆n − (sup∆t − inf ∆t) (1.7)

for some constant c3 > 0. Suppose i, j ∈ I and ti, t∗i,ε, tj , t∗j,ε ∈ ∆t, and
suppose T ∗i,ε > 0 belonging to a bounded open interval ∆T containing ∆∗

T , then
for sufficiently small ε, define

ni,j := ti + ni − tj − nj ,

n∗i,j,ε := t∗i,ε + ni − t∗j,ε − nj ,
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and define the following intervals

Ω−i,j,ε :=
[
n∗i−1,j,ε

ε
+

n∗i,i−1,ε

2ε
,
n∗i,j,ε

ε

]
,

Ω∗i,j,ε :=
[
n∗i,j,ε

ε
,
n∗i,j,ε

ε
+ T ∗i,ε

]
,

Ω+
i,j,ε :=

[
n∗i,j,ε

ε
+ T ∗i,ε,

n∗i,j,ε
ε

+
n∗i+1,i,ε

2ε

]
,

Ωi,j,ε := Ω−i,j,ε ∪ Ω∗i,j,ε ∪ Ω+
i,j,ε.

For j fixed and ε non-zero, Ω−i,j,ε, Ω∗i,j,ε, Ω+
i,j,ε are ordered intervals in the sense

that maxΩ−i,j,ε = min Ω∗i,j,ε, max Ω∗i,j,ε = min Ω+
i,j,ε, max Ω+

i,j,ε = min Ω−i+1,j,ε for
all i ∈ I. As a rule, in the above if ni ∈ min N then ni−1 = −∞; if ni ∈ max N
then ni+1 = ∞.

Theorem 1.2. Suppose Γ−ni,0
and Γ+

ni,0
are homoclinic trajectories of respec-

tively type (xL, 0) and (xR, 0) for L(x, v, s, ni, 0). For a small neighbourhood
U satisfying (1.4) and (1.5) and for any increasing sequence {ni}i∈I and any
sequence

{
Γni,0 ∈ {Γ−ni,0

, Γ+
ni,0

}}
i∈I , we fix a small open interval ∆t containing

zero satisfying (1.7) and fix an open interval ∆T containing ∆∗
T . Then there are

ε0 > 0 and sequences {t∗i,ε ∈ ∆t}i∈I , {T ∗i,ε ∈ ∆T }i∈I such that for any 0 < ε < ε0
and any given nj ∈ {ni}i∈I there is a t∗j,ε ∈ {t∗i,ε}i∈I so that L(x, v, s, t∗j,ε+nj , ε)
admits a unique multi-bump trajectory Υj,ε(s) which is close to Γni,0(s−n∗i,j,ε/ε)
when s ∈ Ωi,j,ε and satisfies Υj,ε(n∗i,j,ε/ε) = Γni,0(0), Υj,ε(n∗i,j,ε/ε + T ∗i,ε) =
Γni,0(T

∗
ni,0), in particular Υj,ε(s) ∈ U when s ∈ Ω−i,j,ε∪Ω+

i,j,ε, but Υj,ε(s) ∈ T \ U

when s ∈ Ω∗i,j,ε. Moreover, t∗i,ε and T ∗i,ε are C1 in ε, uniformly in i. As ε → 0,
t∗i,ε converges to 0, T ∗i,ε converges to T ∗ni,0, and Υj,ε(s) C1-converges to Γnj ,0(s)
uniformly on any compact subset of R.

The set N can be {n1, n2, · · · }, {· · · , n−2, n−1} or {n1, · · · , nN}, then Υj,ε

is respectively backwards asymptotic, forwards asymptotic or homoclinic to the
origin, in particular, if N ≡ {nj} then Υj,ε is a one-bump homoclinic trajectory.

Recently, Rabinowitz and Coti Zelati [24], Alessio, Bertotti and Montecchiari
[1] also obtained multibump type trajectories for some classes of time-dependent
Lagrangian systems, and same as in [8] no non-degeneracy conditions nor time-
periodicity were required. However, our non-degeneracy condition, which is the
same as the one required by the Poincaré-Melnikov method, is necessary and
sufficient [31] for a transversal homoclinic orbit to persist under perturbations.

Applying the Birkhoff-Smale theory to time-periodic systems, transversal
homoclinics imply existence of multibump orbits and the Bernoulli property.
But, in general time-dependence cases, this implication is not obvious, in par-
ticular, if the Poincaré-Melnikov function has only finite zeros. As pointed
out in [32, 14, 16] that the Poincaré-Melnikov function only detects primary
intersection points [32], but our gluing technique allows us to detect higher or-
der (transversal) intersection points. Note also that in [26, 29] higher-order
Poincaré-Melnikov functions were constructed for similar purpose.

The idea we have to prove theorem 1.2 is quite simple: We divide the con-
figuration space T into two parts, a neighbourhood U of the origin and T \ U ,
then show that for any two points xi−1, yi ∈ ∂U there is a unique trajectory
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confined in U spending a given time ∆si connecting them, also for an xi ∈ ∂U
(xi 6= yi) there is a unique trajectory outside U spending a given time Ti con-
necting yi and xi. (See figure 2.) We adjust Ti so that these two trajectories
have no velocity discontinuity when they join at yi. This smoothing process
will be made simultaneously for all integer i, and we also adjust ∆si to get a
smooth (C2)-trajectory. The result for the limit ε → 0 in theorem 1.2 will follow
automatically.

Theorem 1.2 has a higher dimensional analogue, as can be seen by the result
of [8], and the proof will be in spirit not too different from the one here. The
main difference is that we also have to adjust all positions of xi and yi on the
boundary ∂U . See [10, 9, 11] for related topics.

In the next section, some persistence results for trajectories inside and out-
side U are given; with them we then preform our smoothing process in section
3. Sections 4 and 5 are devoted to the proof of our main theorem.

2 Persistence of non-degenerate trajectories

2.1 Local results

We state the following theorem first.

Theorem 2.1. For the Lagrangian (1.2) and a fixed small neighbourhood U
satisfying (1.4) and (1.5), there exists ε0 > 0 such that if 0 ≤ ε < ε0 then:

• except the origin, there is no other trajectories confined in U for all s ∈ R;
• for any s0 ∈ R, x ∈ U , there is a unique trajectory ω+

t,ε : s 7→ ω+
t,ε(s) with

ω+
t,ε(s0) = x and is confined in U for all s ≥ s0. In particular, ω+

t,ε and its
derivative tend to zero exponentially fast at a rate at least e−

√
k(s−s0) as s tends

to ∞;
• for any s1 ∈ R, y ∈ U , there is a unique trajectory ω−t,ε : s 7→ ω−t,ε(s) with

ω−t,ε(s1) = y and is confined in U for all s ≤ s1. In particular, ω−t,ε and its
derivative tend to zero exponentially fast at a rate at least e

√
k(s−s1) as s tends

to −∞;.
If write ω+

t,ε and ω−t,ε as functions of (x, s0, t, ε) and (y, s1, t, ε) respectively,
then they depend C2 on their variables in the C2

loc-sense.

A proof of the theorem based on the contraction mapping theorem can be
found in [11], while the theorem is implied by Fenichel’s result [15, 33] (see
also [23]) and is an alternative way to describe the persistence of a hyperbolic
invariant set and it stable and unstable manifolds. Because of the theorem
above, one is able to define two C2 action functions (cf. [7])

S+
ε (x, s0, t) :=

∫ ∞

s0

L(ω+
t,ε(s), ω̇

+
t,ε(s), s, t, ε) ds, (2.1)

S−ε (y, s1, t) :=
∫ s1

−∞
L(ω−t,ε(s), ω̇

−
t,ε(s), s, t, ε) ds. (2.2)

When ε is small, the union of (ω+
t,ε(s), ω̇

+
t,ε(s)) for all s ≥ s0 is a curve in the

local weak stable manifold of the origin, while the union of (ω−t,ε(s), ω̇
−
t,ε(s))

for all s ≤ s1 is a curve in the local weak unstable manifold. The functions
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S+
ε (x, s0, t) and S−ε (y, s1, t) act respectively as generating functions of the local

stable manifold W+
loc,t and the unstable manifold W−

loc,t of the origin. Indeed, if
keep s0, s1 and t fixed, then

W+
loc,t =

{
(x, v) ∈ TUT, v = −DxS+

ε (x, s0, t)
}

,

W−
loc,t =

{
(y, v) ∈ TUT, v = DyS−ε (y, s1, t)

}
.

The two formulae below can be derived from the first variation formula for
Hamilton’s action:

lim
ε→0

DtS
+
ε (x, s0, t) =

d

dε

∣∣∣∣
ε=0

H(x, ω̇+
t,ε(s0), s0, t, ε),

lim
ε→0

DtS
−
ε (y, s1, t) = − d

dε

∣∣∣∣
ε=0

H(y, ω̇−t,ε(s1), s1, t, ε),

where H is the C3-Hamiltonian function associated with the Lagrangian L. In
the above we have identified the velocity with the momentum and have used
the fact that 0 = H(x, ω̇+

t,0(s0), s0, t, 0) = H(y, ω̇−t,0(s1), s1, t, 0).
The following theorem gives an improved description of [8] (see also [30])

for trajectories which stay in U for an extended time. Its proof is located in
Appendix section. In case a system is autonomous, it can also be derived from
Shilnikov’s lemma [28, 13] or from the λ-lemma [22].

Theorem 2.2. For any ∆s > 0 and a sufficiently small neighbourhood U of
the origin, there exists ε0 such that if 0 ≤ ε < ε0 then for any s0 < s1 ∈ R,
s1−s0 ≥ ∆s, any x, y ∈ U , the Lagrangian system (1.2) has a unique trajectory
qt,ε : s 7→ qt,ε(s) such that qt,ε(s) ∈ U for all s ∈ [s0, s1] and satisfies qt,ε(s0) =
x, qt,ε(s1) = y. Write qt,ε as a function of (x, y, s0, s1, t, ε), then it is a C2-
function. If, in addition, ∆s is large enough and ε is small enough, it has the
representation

qt,ε(s) = ω+
t,ε(s) + ω−t,ε(s) + Ψ(s0, s1, s, t, ε)e−

√
k(s1−s0)/2 (2.3)

for some uniformly bounded C2-function Ψ. Moreover, qt,ε(s) → ω+
t,ε(s) as

s1 → ∞, qt,ε(s) → ω−t,ε(s) as s0 → −∞, and qt,ε(s) → 0 as s0 → −∞ and
s1 →∞, all uniformly on any compact time interval under consideration.

From the above theorem, one can define another action function Sε by

Sε(x, y, s0, s1, t) :=
∫ s1

s0

L(qt,ε(s), q̇t,ε(s), s, t, ε) ds. (2.4)

Then Sε also C2 (cf. [2]), in particular,

lim
ε→0

DtSε(x, y, s0, s1, t)

=
d

dε

∣∣∣∣
ε=0

(H(x, q̇t,ε(s0), s0, t, ε)−H(y, q̇t,ε(s1), s1, t, ε)) (2.5)

because H(x, q̇t,0(s0), s0, t, 0) = H(y, q̇t,0(s1), s1, t, 0).
When Ω is bounded, the fact that qt,ε depends C2 on ε implies Sε depends

C2 on ε. When Ω is unbounded, it can be shown that the second derivatives
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of ω±t,ε(s) with respect to ε are at most of order O(s2) [11, 18, 6], but ω+
t,ε(s)

(ω−t,ε(s), resp.) forwards (backwards, resp.) converges to zero exponentially in s.
This means the integrals (2.1), (2.2) and their partial derivatives with respect
to ε to second order are finite, and depend C2 on ε. So we have

Proposition 2.3. The action functions Sε, S−ε and S+
ε are C2-dependent of ε

when ε < ε0.

2.2 Global results

For trajectories outside the neighbourhood U of the origin, in the Appendix
section we shall prove

Theorem 2.4. If q∗n,0 is a homoclinic trajectory for L(x, v, s, n, 0) such that
q∗n,0(0) = yn ∈ ∂U , q∗n,0(T

∗
n,0) = xn ∈ ∂U for some T ∗n,0 > 0, then there are

neighbourhoods Uy 3 yn, Ux 3 xn so that for any y ∈ Uy, x ∈ Ux, any T , t,
ε with T − T ∗n,0, t − n, ε sufficiently small, there is a unique trajectory q∗t,ε for
L(x, v, s, t, ε) satisfying q∗t,ε(0) = y, q∗t,ε(T ) = x. Moreover, regard the trajectory
q∗t,ε as a function of (y, x, T, t, ε) then it depends C2 on its variables.

Similar to the foregoing results, the following C2 action function defined by

S∗ε (y, x, T, t) :=
∫ T

0

L(q∗t,ε(s), q̇
∗
t,ε(s), s, t, ε) ds (2.6)

with q∗t,ε as in theorem 2.4 is single valued. Because H(y, q̇∗t,0(0), 0, t, 0) −
H(y, q̇∗t,0(T ), T, t, 0) = 0, we get

lim
ε→0

DtS
∗
ε (y, x, T, t) = DtS

∗
0 (y, x, T, t)

=
d

dε

∣∣∣∣
ε=0

(
H(y, q̇∗t,ε(0), 0, t, ε)−H(x, q̇∗t,ε(T ), T, t, ε)

)
. (2.7)

For a trajectory q∗t,ε : R→ T with q∗t,ε(0) = y and q∗t,ε(T ) = x, one can define
its value of Hamiltonian as Hx

ε (T, t) when it arrives at x, namely

Hx
ε (·, t) : T 7→ H(x, q̇∗t,ε(T ), T, t, ε). (2.8)

The following lemma, which is proved in the Appendix section, gives an energy-
travelling time relation.

Lemma 2.5. Suppose ε is small and q∗t,ε is a trajectory satisfying q∗t,ε(0) = y,
q∗t,ε(T

∗) = x. If q̇∗t,ε(s) 6= 0 ∀s ∈ [0, T ∗], then there is a neighbourhood UT ⊂ R
of T ∗ such that DTHx

ε (T, t) < 0 for all T ∈ UT .

Let Γn,0 be a homoclinic trajectory for L(x, v, s, n, 0) and Γt,0 be another for
L(x, v, s, t, 0), we would like to have a notion about continuation of homoclinic
trajectories with respect to t.

Definition 2.6. A family of type (y, 0) homoclinic trajectories {Γt,0} parame-
terised by t is the C2-continuation of Γn,0 (with respect to t) if there is δt > 0
such that for all t ∈ (n− δt, n + δt) the mapping t 7→ Γt,0 ∈ C2(R,T) is C2.
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With this definition, suppose Γt,0 is C2-continued from Γn,0 and is of type
(y, 0) then, for each t close to n, Γt,0 can be written as

Γt,0(s) =





ω−t,0(s) s ∈ (−∞, 0]
q∗t,0(s) s ∈ [0,T(t)]
ω+

t,0(s) s ∈ [T(t),∞)
(2.9)

with ω±t,0, q∗t,0 indicating trajectories for L(x, v, s, t, 0) such that ω−t,0(0) = y =
q∗t,0(0) and q∗t,0(T(t)) = x = ω+

t,0(T(t)) for some C2-function T. The product
path 




ω−n,0(s) s ∈ (−∞, 0]
q∗n,0(s) s ∈ [0, T(n)]
ω+

n,0(s) s ∈ [T(n),∞)

is identical to Γn,0. According to theorems 2.1 and 2.4, ω−t,0 is C2-continued from
ω−n,0 with respect to t and with y, s1(= 0 here), ε fixed; q∗t,0 is C2-continued
from q∗n,0 with respect to (T, t)(= (T(t), t) here) and with y, x, ε fixed; ω+

t,0 is
C2-continued from ω+

n,0 with respect to (s0, t)(= (T(t), t) here) and with x, ε
fixed. The homoclinic trajectory Γt,0 has Hamilton’s action

I(Γt,0, t) :=
∫ ∞

−∞
L(Γt,0(s), Γ̇t,0(s), s, t, 0) ds. (2.10)

The following results will be useful in the future.

Proposition 2.7. Let {Γt,0} be the C2-family of homoclinic trajectories of type
(y, 0) having representation (2.9).
(a) If DTHx

0(T(t), t) 6= 0 then

DT(t) = − DtHx
0(T(t), t)

DTHx
0(T(t), t)

.

(b)

d2

dt2

∣∣∣∣
t=n

I(Γt,0, t) = D2
t

∣∣
t=n

(
S−0 (y, 0, t) + S∗0 (y, x, T(n), t) + S+

0 (x, T(n), t)
)

+ D2
Tt

∣∣
t=n

S∗0 (y, x, T(n), t) DT(n). (2.11)

Proof: (a): Hx
0(T(t), t) equals zero for all t because q∗t,0 is a segment of Γt,0,

which tends to zero as time goes on, thus

0 =
d

dt
Hx

0(T(t), t) = DTHx
0(T(t), t) DT(t) + DtHx

0(T(t), t).

(b): Now for all t, I(Γt,0, t) = S−0 (y, 0, t) + S∗0 (y, x, T(t), t) + S+
0 (x, T(t), t)

by (2.1), (2.2), (2.6). Thus for all t,

d

dt
I(Γt,0, t) = DtS

−
0 (y, 0, t)

+ DT S∗0 (y, x, T(t), t) DT(t) + DtS
∗
0 (y, x, T(t), t)

+ Ds0S
+
0 (x, T(t), t) DT(t) + DtS

+
0 (x, T(t), t). (2.12)

Because DT S∗0 (y, x, T(t), t) = 0 = Ds0S
+
0 (x, T(n), t) for all n and t, the right

hand side of (2.12) equals Dt

(
S−0 (y, 0, t) + S∗0 (y, x, T(t), t) + S+

0 (x, T(t), t)
)
. Tak-

ing derivative again, we have (2.11).
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T× R

‖
xL xR

‖

q∗i,0

q+
i,ε

ω−i+1,0, ω−i+2,0

q∗i+1,ε

q∗i+1,0

q∗i,ε

q+
i+1,ε

ω+
i+1,0

q−i,ε

ω−i,0

xi−1
yi

xi+1

xi

yi+1
yi+2

ω+
i,0

ω+
i−1,0

Figure 2: In the figure, we assume the system is periodic and its adiabatic
Poincaré-Melnikov function has exactly two simple zeros. There are two sepa-
ratrices corresponding to these two zeros and they are the dotted lines in the
phase space. The solid line shows a broken orbits.

3 Smoothing broken trajectories

In this section we construct a set of variational functionals whose critical points
give multi-bump trajectories.

Suppose I is the index set as defined in (1.6). Let Zi ⊂ R2 be a copy of
(∆t ×∆T ) with ∆t and ∆T as in theorem 1.2, and Z :=

∏
i∈I Zi be the space

of sequences (zl, zl+1, · · · , zm−1, zm),

zi = (ti, Ti) ∈ ∆t ×∆T ∀ i ∈ I,

equipped with the sup norm ‖z‖ = supi{|zi|} for z ∈ Z. For an increasing
sequence {ni}i∈I = N and a prescribed sequence {yi ∈ {xL, xR}}i∈I , we define
a functional Wε on Z, which is similar to the one used in [8] as well as to the
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ones in the Aubry-Mather theory [3, 20],

Wε(z) =
∑

i∈I
h−(zi−1, zi, ε) + h∗(zi, ε) + h+(zi, zi+1, ε), (3.1)

with

h−(zi−1, zi, ε) := Sε

(
q−i,ε(

ni−1,i

2ε
), yi,

ni−1,i

2ε
, 0, ti + ni

)
,

h∗(zi, ε) := S∗ε
(
yi, xi, Ti, ti + ni

)
,

h+(zi, zi+1, ε) := Sε

(
xi, q

+
i,ε(

ni+1,i

2ε
), Ti,

ni+1,i

2ε
, ti + ni

)
.

Here, (see figure 2)

• Sε and S∗ε are respectively the action functions (2.4) and (2.6);

• xi ∈ {xL, xR} with xi 6= yi ∀ i;

• q−i,ε, q∗i,ε and q+
i,ε are trajectories for L(x, v, s, ti + ni, ε) such that

q−i,ε(Ti−1 + ni−1,i/ε) = xi−1, q−i,ε(0) = yi,

q∗i,ε(0) = yi, q∗i,ε(Ti) = xi,

q+
i,ε(Ti) = xi, q+

i,ε(ni+1,i/ε) = yi+1;

• as a rule, if min{I} = l > −∞, set nl−1 = −∞; if max{I} = m < ∞, set
nm+1 = ∞;

• in case ni−1 = −∞ then q−i,ε = ω−i,ε ≡ ω−ti+ni,ε with ω−i,ε(0) = yi, and
h−(zi−1, zi, ε) := S−ε (yi, 0, ti+ni) (S−ε was defined in (2.2)) ; in case ni+1 =
∞ then q+

i,ε = ω+
i,ε ≡ ω+

ti+ni,ε with ω+
i,ε(Ti) = xi, and h+(zi, zi+1, ε) :=

S+
ε (xi, Ti, ti + ni) (S+

ε was defined in (2.1)).

It would be much clear what Wε is if write h+, h∗ and h− as the integrals:

h+(zi, zi+1, ε) =

ti+1+ni+1−ti−ni
2ε∫

Ti

L(q+
i,ε(s), q̇

+
i,ε(s), s, ti + ni, ε) ds, (3.2)

h∗(zi, ε) =

Ti∫

0

L(q∗i,ε(s), q̇
∗
i,ε(s), s, ti + ni, ε), (3.3)

h−(zi−1, zi, ε) =

0∫

ti−1+ni−1−ti−ni
2ε

L(q−i,ε(s), q̇
−
i,ε(s), s, ti + ni, ε) ds, (3.4)

Definition 3.1. We call a point z∗ε a critical point of Wε if at which the
partial derivative DziWε is identically zero for every i ∈ I.

The following notation is similar to the one used in [27]: For n ∈ R and
ε 6= 0, we call the following map

n ?ε : C2(R,T) → C2(R,T), q 7→ n ?ε q

the time-n/ε-translation, where n ?ε q(s) = q(s− n/ε).

10



Theorem 3.2. Let i ∈ I. When ε 6= 0, for a given increasing sequence {ni}i, a
critical point z∗ε = (· · · , z∗i,ε = (t∗i,ε, T

∗
i,ε), · · · ) of Wε corresponds to a sequence of

C2-trajectories {Υi,ε : R → T}i for a sequence of Lagrangians {L(x, v, s, t∗i,ε +
ni, ε)}i such that

Υi,ε(s) =
...

= n∗i−1,i,ε ?ε q+
i−1,ε(s) s ∈ Ω+

i−1,i,ε,

= q−i,ε(s) s ∈ Ω−i,i,ε,

= q∗i,ε(s) s ∈ Ω∗i,i,ε,

= q+
i,ε(s) s ∈ Ω+

i,i,ε,

= n∗i+1,i,ε ?ε q−i+1,ε(s) s ∈ Ω−i+1,i,ε,

= n∗i+1,i,ε ?ε q∗i+1,ε(s) s ∈ Ω∗i+1,i,ε,

= n∗i+1,i,ε ?ε q+
i+1,ε(s) s ∈ Ω+

i+1,i,ε,

= n∗i+2,i,ε ?ε q−i+2,ε(s) s ∈ Ω−i+2,i,ε,

=
.... (3.5)

This theorem is to be understood in the following way: On every time inter-
val Ωj,i,ε, there are pieces of trajectories connecting xj−1 and yj via n∗j,i,ε ?ε q−j,ε
and then leaving yj for xj via n∗j,i,ε ?ε q∗j,ε, then leaving xj for yj+1 via n∗j,i,ε ?ε q+

j,ε

etc etc. In Morse’s sense Υi,ε would be a “broken trajectory”, which in gen-
eral is not a true trajectory. (For example, the solid line in figure 2.) But we
smoothed it by adjusting its arrival time at yj by tj and simultaneously adjust-
ing its arrival time at xj by Tj . This theorem points out that if (ti, Ti) is close
enough to (t∗i,ε, T

∗
i,ε) for every i then there is a true trajectory shadowing the

broken one. We shall see later that if ε is small, there is only one such a true
trajectory. The above gives an idea of proof; for a complete proof see [11] or [8].

4 Anti-integrable orbits

The following theorem says a critical point of the functional W0 gives a sequence
of homoclinic orbits for the unperturbed Lagrangian.

Theorem 4.1. For a given increasing sequence {ni} and a prescribed sequence
{yi ∈ {xL, xR}}, i ∈ I, the functional W0 has exactly one critical point z∗0 =
(· · · , (0, T ∗i,0 ≡ T ∗ni,0), · · · ), which corresponds to a sequence of homoclinic tra-
jectories {Γi,0} in such a way that for each i the C2-curve

Γi,0(s) :=





ω−i,0(s) s ∈ (−∞, 0]
q∗i,0(s) s ∈ [0, T ∗i,0]
ω+

i,0(s) s ∈ [T ∗i,0,∞)

is a type-(yi, 0) homoclinic trajectory for L(x, v, s, ni, 0), and Hamilton’s action
of which is equal to the Maupertuis action f(ni).

Theorems 3.2 and 4.1 show that we have defined a variational problem via
a one parameter family of variational functionals Wε to find a certain class of
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trajectories Υi,ε of a Lagrangian system. When ε 6= 0, pieces of these trajecto-
ries obtained in theorem 3.2 are mutually coupled together via formula (3.5) to
give whole trajectories. While ε = 0, these trajectories are decoupled since the
variational functional becomes, with respect to i, decoupled and the dynamical
system becomes sequential copies of integrable systems. Hence we say the La-
grangian system constrained by the variational functional (3.1) is anti-integrable
in Aubry’s sense [5]. And, we call the limit ε = 0 the anti-integrable limit.

Theorem 4.1 will be achieved by making use of the following proposition.

Proposition 4.2. h−(zi−1, zi, ε), h∗(zi, ε) and h+(zi, zi+1, ε) uniformly con-
verge to actions S−0 (yi, 0, ti + ni), S∗0 (yi, xi, Ti, ti + ni) and S+

0 (xi, Ti, ti + ni)
respectively as ε → 0. In particular, h−(zi−1, zi, 0) and h+(zi, zi+1, 0) are de-
pendent of zi only.

Proof: For a given i ∈ I, we only need to prove the cases ni−1 6= −∞ or ni+1 6=
∞, otherwise the proposition is implied by proposition 2.3. Since q+

i,ε has the
representation (2.3), if on the time interval [Ti, ni+1,i/2ε], L(q+

i,ε(s), q̇
+
i,ε(s), s, ti+

ni, ε) is expanded around
(
ω+

i,ε(s), ω̇
+
i,ε(s)

)
for all s to the first order then the

values of the first order terms are of order O(exp(−
√

k ni+1,i/2ε)). Thus by
(3.2),

h+(zi, zi+1, ε) =
∫ ni+1,i/2ε

Ti

L(ω+
i,ε(s), ω̇

+
i,ε(s), s, ti + ni, ε) ds + O

((ni+1,i

2ε

)
e−
√

k ni+1,i/2ε
)

ε→0−→
∫ ∞

Ti

L(ω+
i,0(s), ω̇

+
i,0(s), s, ti + ni, 0) ds = S+

0 (xi, Ti, ti + ni)

uniformly in zi for all i. The case h− can be proved likewise, and the case h∗ is
trivial.

In view of the proposition above and theorem 3.2, we have theorem 4.1, with
the uniqueness of such a z∗0 by virtue of our construction of the functional W0.

5 Persistence of anti-integrable orbits

Our next step is to show that those orbits corresponding to z∗ε in theorem 3.2
exist and, in the C2

loc-sense, are close to chains of homoclinics corresponding to
z∗0 in theorem 4.1.

Let W (·, ε) := Wε. We need to formalise the criticality of W (·, ε). To this
end, we regard DzW (z, ε) as a sequence in R2

i , (· · · , DziW (z, ε), · · · ), DzW is
then a map

DzW : Z × (R+ ∪ {0}) → R2I , (z, ε) 7→ DzW (z, ε),

where the Cartesian product R2I :=
∏

i∈I R2
i has topology induced by the sup

norm. By our formalism above, that a point is a critical point of the functional
W (·, ε) for our definition 3.1 precisely means it is a zero of the map DzW (·, ε).
D2

zW (z, ε) then is a linear map

D2
zW (z, ε) : R2I → R2I , δz 7→ D2

zW (z, ε)δz.
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We represent D2
zW (z, ε) in matrix form D2

zjzi
W (z, ε), which behaves in a man-

ner that the i-th component of D2
zW (z, ε)δz is equal to

(
D2

zW (z, ε)δz
)
i

=
∑

j∈I
D2

zjzi
W (z, ε)δzj

=
∑

j

(
D2

tjti
W (z, ε) D2

tjTi
W (z, ε)

D2
Tjti

W (z, ε) D2
TjTi

W (z, ε)

)(
δtj
δTj

)
(5.1)

in which D2
tjti

W (z, ε) is an abbreviation for D2
tjti

W ((· · · , (tk, Tk), · · · ), ε); sim-
ilarly for D2

tjTi
W (z, ε), D2

Tjti
W (z, ε) and D2

TjTi
W (z, ε). By definitions of W ,

h−, h∗ and h+, (5.1) equals



D2
ti−1,ti

(h−(zi−1, zi, ε) + h+(zi−1, zi, ε)) 0

D2
Ti−1,ti

h+(zi−1, zi, ε) 0




(
δti−1

δTi−1

)

+




D2
ti

(h∗(zi, ε)
+h−(zi−1, zi, ε) + h−(zi, zi+1, ε)
+h+(zi−1, zi, ε) + h+(zi, zi+1, ε))

D2
tiTi

(h∗(zi, ε) + h+(zi, zi+1, ε))

D2
Titi

(h∗(zi, ε) + h+(zi, zi+1, ε)) D2
Ti

(h∗(zi, ε) + h+(zi, zi+1, ε))




(
δti
δTi

)

+




D2
ti+1,ti

(h−(zi, zi+1, ε) + h+(zi, zi+1, ε)) D2
ti+1,Ti

h+(zi, zi+1, ε)

0 0




(
δti+1

δTi+1

)
.(5.2)

Proposition 5.1. The map DzW : (z, ε) 7→ DzW (z, ε) is C1 when ε is small.

Proof: Firstly we show it is continuous at (z, 0) for all z. From the first
variation formula for Hamilton’s action, we know

DtiW (z, ε) =
1
ε
H(yi, q̇

∗
i,ε(0), 0, ti + ni, ε)− 1

ε
H(xi, q̇

∗
i,ε(Ti), Ti, ti + ni, ε)

− 1
ε
H(yi, q̇

−
i,ε(0), 0, ti + ni, ε) +

1
ε
H(xi, q̇

+
i,ε(Ti), Ti, ti + ni, ε),

because the terms on the right hand side of the equality come only from the
contribution of variation of ti in the integrands in (3.2) - (3.4), while the con-
tribution from variation in the integration domain cancel out. Also,

DTiW (z, ε) = −H(xi, q̇
∗
i,ε(Ti), Ti, ti + ni, ε) + H(xi, q̇

+
i,ε(Ti), Ti, ti + ni, ε),

and it is easy to see that DTiW (z, ε) depends C1 on (z, ε). Because of the facts
that

lim
ε→0

q±i,ε(s) = ω±i,0(s) and Dε|ε=0q̇
±
i,ε(s) = Dε|ε=0ω̇

±
i,ε(s) (5.3)

by theorem 2.2 and that q̇∗i,ε depends C2 on ε and that H(yi, q̇
∗
i,0(0), 0, ti+ni, 0) =

H(xi, q̇
∗
i,0(Ti), Ti, ti+ni, 0) and H(yi, q̇

−
i,0(0), 0, ti+ni, 0) = H(xi, q̇

+
i,0(Ti), Ti, ti+

ni, 0), the limit limε→0 DtiW (z, ε) exists and equals

d

dε

∣∣∣∣
ε=0

(
H(yi, q̇

∗
i,ε(0), 0, ti + ni, ε)−H(yi, q̇

−
i,ε(0), 0, ti + ni, ε)

−H(xi, q̇
∗
i,ε(Ti), Ti, ti + ni, ε) + H(xi, q̇

+
i,ε(Ti), Ti, ti + ni, ε)

)
. (5.4)
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But (5.4) equals DtiW (z, 0) by (2.5) and (2.7) and by the fact that the conver-
gences in (5.3) are uniform in i, so DzW is continuous.

Again, because the convergence in (5.3) is exponentially fast, it can be shown
that the convergences of limε→0 D2

ti
W (z, ε) and limε→0 D2

Titi
W (z, ε) are uniform

in z and i, thus limε→0 D2
zi

W (z, ε) = D2
zi

W (z, 0). Also D2
εzi

W (z, 0) exists. Now,
for fixed ε, Dzi

W (z, ε) actually depends only on zi−1, zi and zi+1, therefore, by a
result of mathematical analysis, Dzi

W is differentiable at (z, 0), so is DzW .

Lemma 5.2. Let z∗0 = (· · · , (0, T ∗i,0), · · · ) be such that DzW (z∗0 , 0) = 0. Then
(a) Let δ be the Kronecker δ matrix. The map D2

zW (z∗0 , 0) in matrix form reads

D2
zjzi

W (z∗0 , 0) = δji




f ′′(ni)− (DtHx
0 (T∗i,0,ni))2

DTHx
0 (T∗i,0,ni)

−DtHx
0(T ∗i,0, ni)

−DtHx
0(T ∗i,0, ni) −DTHx

0(T ∗i,0, ni)


 . (5.5)

The eigenvalues of the matrix are real, distinct, and non-zero.
(b) The linear map D2

zW (z∗0 , 0) : R2I → R2I is an isomorphism.

Proof: (a): Now the system is autonomous, by proposition 4.2, we know that
for all z

D2
ti−1,ti

h−(zi−1, zi, 0) = D2
ti−1,ti

h+(zi−1, zi, 0) = D2
ti

h−(zi, zi+1, 0)

= D2
ti

h+(zi−1, zi, 0) = D2
Ti−1,ti

h+(zi−1, zi, 0) = D2
ti+1,ti

h−(zi, zi+1, 0)

= D2
ti+1,ti

h+(zi, zi+1, 0) = D2
ti+1,Ti

h+(zi, zi+1, 0) = 0.

Also, DTih
+(zi, zi+1, 0) = H(xi, ω̇

+
ti+ni,0

(Ti), Ti, ti + ni, 0) = 0 for all ti and
Ti by the first variation formula for actions, therefore, D2

ti,Ti
h+(zi, zi+1, 0) =

D2
Ti,ti

h+(zi, zi+1, 0) = D2
Ti

h+(zi, zi+1, 0) = 0 for all z. Hence, from (5.2)

D2
zjzi

W (z∗0 , 0)

= δji

(
D2

ti

(
h−(z∗i−1,0, z

∗
i,0, 0) + h∗(z∗i,0, 0) + h+(z∗i,0, z

∗
i+1,0, 0)

)
D2

tiTi
h∗(z∗i,0, 0)

D2
Titi

h∗(z∗i,0, 0) D2
Ti

h∗(z∗i,0, 0)

)
.

By proposition 4.2, h−(z∗i−1,0, z
∗
i,0, 0), h∗(z∗i,0, 0) and h+(z∗i,0, z

∗
i+1,0, 0) are re-

spectively S−0 (yi, 0, ni), S∗0 (yi, xi, T
∗
i,0, ni) and S+

0 (xi, T
∗
i,0, ni). Thus by propo-

sition 2.7,

D2
ti

(
h−(z∗i−1,0, z

∗
i,0, 0) + h∗(z∗i,0, 0) + h+(z∗i,0, z

∗
i+1,0, 0)

)

=
d2

dt2
I(Γni,0, ni)−D2

TtS
∗
0 (yi, xi, T

∗
i,0, ni) DT(ni).

But by definition (2.8) and proposition 2.7,

D2
TtS

∗
0 (yi, xi, T

∗
i,0, ni) = −DtHx

0(T ∗i,0, ni),

DT(ni) = − DtHx
0(T ∗i,0, ni)

DTHx
0(T ∗i,0, ni)

,

D2
T S∗0 (yi, xi, T

∗
i,0, ni) = −DTHx

0(T ∗i,0, ni).
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Besides, I(Γni,0 , ni) ≡ f(ni), so we have (5.5).
The last assertion follows by virtue of the symmetry of the matrix, non-

zeroness of DTHx
0(T ∗i,0, ni) (by lemma 2.5) and f ′′(ni).

(b): This can be proved by the Banach isomorphism theorem: D2
zW (z, ε) is

a continuous map by proposition 5.1 (or can be seen from the boundedness of
the norm ‖D2

zW (z, ε)δz‖) and assertion (a) implies it is also a bijection.

5.1 Proof of theorem 1.2

The sequence of homoclinic trajectories {Γni,0}i∈I in theorem 1.2 determines a
sequence of points {yi}i∈I on the boundary ∂U . Using this sequence and the
given sequence {ni}, we can construct our variational functional W . Assume ε
sufficiently small and z∗0 is the critical point of W0. From lemma 5.2, proposition
5.1 and the implicit function theorem, we know there exists a unique z∗ as a
C1-function of ε such that z∗(0) = z∗0 , DzW (z∗(ε), ε) = 0. In view of our
construction of the functional W , theorem 1.2 then essentially follows. Since
there is a unique sequence {t∗i,ε, T ∗i,ε}i = z∗(ε) with which the product path Υj,ε

defined by formula (3.5) is a trajectory for L(x, v, s, t∗j,ε + nj , ε) for each j ∈ I
provided ε is sufficiently small.

On Ωi,j,ε, Υj,ε is close to n∗i,j,ε ?ε Γni,0 in the C2-topology because n∗i,j,ε ?ε

q−i,ε, n∗i,j,ε ?ε q∗i,ε and n∗i,j,ε ?ε q+
i,ε on Ωi,j,ε are close respectively to n∗i,j,ε ?ε q−ni,0

,
n∗i,j,ε ?ε q∗ni,0 and n∗i,j,ε ?ε q+

ni,0
in the C2-topology. Υj,ε(n∗i,j,ε/ε) = Γni,0(0)

because n∗i,j,ε ?ε q∗i,ε(n
∗
i,j,ε/ε) = q∗i,ε(0) = q∗ni,0(0). Also, Υj,ε(n∗i,j,ε/ε + T ∗i,ε) =

n∗i,j,ε ?ε q∗i,ε(n
∗
i,j,ε/ε + T ∗i,ε) = q∗i,ε(T

∗
i,ε) = q∗ni,0(T

∗
i,0) = Γni,0(T

∗
i,0).

As ε → 0, Ωi,j,ε diverges to −∞ if i < j but to ∞ if i > j. Therefore, by
(3.5), Υj,ε C1-converges to Γnj ,0 uniformly on any bounded interval as ε → 0
for each j ∈ I.

6 Appendix

Proof of theorem 2.2:

We construct a curve µε(s) := ω+
t,ε(s) + ω−t,ε(s) + ν+

ε (s) + ν−ε (s) with ν+
ε , ν−ε

being the unique solutions of the equation

ξ̈(s)− λt,ε(s)ξ(s) = 0

subject to boundary conditions ν+
ε (s0) = −ω−t,ε(s0), ν+

ε (s1) = 0, ν−ε (s0) = 0,
ν−ε (s1) = −ω+

t,ε(s1). Since |ω+
t,ε(s)| (or |ω−t,ε(s)|) decays exponentially in forward

(resp. backward) time and max {|ν+
ε (s)|, |ν−ε (s)|} . O

(
exp

(
−
√

k(s1 − s0)
))

,

it can be verified that µε ∈ C2([s0, s1], U). We want to show within a closed
ball B(µε, δ) of radius δ centred at µε in the C2-topology there exists a unique
trajectory qt,ε such that qt,ε(s0) = µε(s0), qt,ε(s1) = µε(s1) and show δ is of
order O(exp(−

√
k(s1 − s0)/2)).

Such a qt,ε can be obtained if the map Gt,ε maps B(µε, δ) into itself and is
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contracting, with

Gt,ε : Q2([s0, s1], U) → Q2([s0, s1], U),
q 7→ q −DqF (µε, t, ε)−1F (q, t, ε),

and
Q2([s0, s1], U) := {q ∈ C2([s0, s1], U), q(s0) = x, q(s1) = y},

F : Q2([s0, s1], U)× R× (R+ ∪ {0}) → C0([s0, s1],R),
F (q, t, ε)(s) = q̈(s) + DxV (q(s), εs + t).

DqF (µε, t, ε) is invertible [11] because it is a continuous bijection. The bijectivity
comes from the negative definiteness of the Hessian of V (·, τ) by (1.4). (The
same reason as the non-degeneracy of geodesics on a Riemannian manifold with
negative sectional curvature [17].)

We work out ‖F (µε, t, ε)‖0 first:

F (µε, t, ε)(s) = −DxV (ω+
t,ε(s), εs + t)−DxV (ω−t,ε(s), εs + t)

+λt,ε(s)ν+
ε (s) + λt,ε(s)ν−ε (s)

+DxV (ω+
t,ε(s) + ω−t,ε(s) + ν+

ε (s) + ν−ε (s), εs + t).

The last term can be expanded as

DxV (ω+
t,ε(s), εs + t) + D2

xV (ω+
t,ε(s) + φ1(s)ν+

ε (s), εs + t)ν+
ε (s)

+ D2
xV (ω+

t,ε(s) + ν+
ε (s) + φ0(s)(ω−t,ε(s) + ν−ε (s)), εs + t)(ω−t,ε(s) + ν−ε (s))

and DxV (ω−t,ε(s), εs+ t) can be expanded as D2
xV (φ2(s)ω−t,ε(s), εs+ t)ω−t,ε(s) for

some φ0(s), φ1(s), and φ2(s) ∈ (0, 1), therefore on the time interval [s0, (s0 +
s1)/2],

|F (µε, t, ε)(s)|
≤ 2K

(|ω−t,ε(s)|+ |ν+
ε (s)|+ |ν−ε (s)|)

≤ 2CK(|y|e−
√

k(s1−s0)/2 + |x|e−3
√

k(s1−s0)/2 + |y|e−
√

k(s1−s0))

≤ C1e
−
√

k(s1−s0)/2

for some constants C and C1. Similarly, |F (µε, t, ε)(s)| satisfies the same in-
equality on the time interval [(s0 + s1)/2, s1].

It is shown in [11] that Gt,ε has a contraction constant 1/2 on B(µε, δ) if

δ ≤
(

2 sup
x∈U,s∈[s1−s0]

∣∣D3
xV (x, εs + t)

∣∣ ∥∥DqF (µε, t, ε)−1
∥∥
)−1

. (6.1)

Assume the above inequality is satisfied, then

‖Gt,ε(q)− µε‖2 ≤ δ

2
+ ‖DqF (µε, t, ε)−1‖C1e

−
√

k(s1−s0)/2.

We need the right hand side of the inequality above is at most δ so the contrac-
tion mapping theorem is applicable. This implies δ should be

δ ≥ 2C1‖DqF (µε, t, ε)−1‖e−
√

k(s1−s0)/2. (6.2)
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Since ‖DqF (µε, t, ε)−1‖ is bounded for ε ≤ ε0, if s1 − s0 is large enough, both
(6.1) and (6.2) can be fulfilled. Thence there exists a unique trajectory qt,ε

shadowing ω+
t,ε + ω−t,ε such that

‖qt,ε − ω+
t,ε − ω−t,ε‖2

≤ ‖ν+
ε ‖2 + ‖ν−ε ‖2 + 2C1‖DqF (µε, t, ε)−1‖ exp

(
−
√

k(s1 − s0)/2
)

≤ C3 exp(−
√

k(s1 − s0)/2)

for some constant C3. So, qt,ε can be decomposed into the desired form with Ψ
a uniformly bounded C2-function as asserted.

Proof of theorem 2.4:

Because we allow the travelling time T to vary in theorem 2.4, it will be con-
venient to normalise the time scale: s 7→ s/T := s̃, q(s) 7→ γ(s̃) := q(T s̃), and
instead consider a Lagrangian Lγ of the form

Lγ(γ(s̃), γ̇(s̃), s̃, T, t, ε) =
|γ̇(s̃)|2
2T 2

− V (γ(s̃), T εs̃ + t)

and its associated C3-Hamilton’s functional

A : Π → R, γ 7→ A(γ) := T

∫ 1

0

Lγ(γ(s̃), γ̇(s̃), s̃, T, t, ε) ds̃

on the Sobolev space Π consisting of all absolutely continuous curves γ : [0, 1] →
T, γ(0), γ(1) ∈ ∂U , with bounded W 1,2-norm.

Now γ∗(s̃;T ∗n,0, n, 0) = q∗n,0(T
∗
n,0s̃) is a trajectory for Lγ(x, v, s̃, T ∗n,0, n, 0)

with non-zero velocity, thus D2A(γ∗(·;T ∗n,0, n, 0)) is invertible [21, 9]. Since A is
C3 dependent of its parameters T , t and ε, then by the implicit function theorem,
this implies that there is a unique C2-continuation (T, t, ε) 7→ γ∗(·; T, t, ε) ∈ Π
as a trajectory for Lγ(x, v, s̃, T, t, ε) on a small neighbourhood of (T ∗n,0, n, 0)
such that γ∗(0; T, t, ε) = γ∗(0; T ∗n,0, n, 0) and γ∗(1; T, t, ε) = γ∗(1; T ∗n,0, n, 0).
Theorem 2.4 follows.

Proof of theorem 2.5:

Let H be the value of the Hamiltonian associated with L(x, v, s, t, ε) and let
q∗ : [0, T ] → T be a trajectory, then q̇∗(s) =

√
2(H(s)− V (q∗(s), εs + t)). As

long as q̇∗(s) 6= 0 for s ∈ [0, T ], q∗(s) is C2-diffeomorphic to s. Thence, one can
calculate the travelling time T by

T =
1√
2

∫

q∗

(√
H(s(x))− V (x, εs(x) + t)

)−1

dx. (6.3)

where the integral path is along q∗ from y = q∗(0) to x = q∗(T ).
When ε = 0, the Hamiltonian is preserved along the trajectory, and is de-

noted by a constant Et. In our case Et > V (x, t) along the trajectory, then we
obtain a mapping by making use of formula (6.3)

Et 7→ Tt(Et) =
1√
2

∫

q∗

(√
Et − V (x, t)

)−1

dx.

17



The function Tt is a locally C∞-function of Et, and its first derivative at Et is
negative definite:

DTt(Et) < 0.

Recall from (2.8) that Hx
ε (T, t) is the value of the Hamiltonian of the trajec-

tory with q∗t,ε(0) = y and q∗t,ε(T ) = x when it arrives at x. Due to the inequality
above we see Hx

0(T, t) is locally diffeomorphic to T satisfying DTHx
0(T, t) < 0.

This proves the theorem for the case ε = 0. When ε is not zero but small,
q∗t,ε is the C2-continuation of q∗t,0 with q∗t,0(0) = q∗t,ε(0) and q∗t,0(T

∗) = q∗t,ε(T ∗),
thence DTHx

ε (T ∗, t) < 0, by C2-dependence on ε. The lemma then follows by
the inverse function theorem.
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