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Abstract


We introduce a general framework for studying the localization of
classical waves in inhomogeneous media, which encompasses acoustic
waves with position dependent compressibility and mass density, elas-
tic waves with position dependent Lam�e moduli and mass density, and
electromagnetic waves with position dependent magnetic permeabil-
ity and dielectric constant. We also allow for anisotropy. We develop
mathematical methods to study wave localization in inhomogeneous
media. We show localization for local perturbations (defects) of media
with a spectral gap, and study midgap eigenmodes.
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1 Introduction


We provide a general framework for studying localization of acoustic
waves, elastic waves, and electromagnetic waves in inhomogeneous me-
dia, i.e., the existence of acoustic, elastic, and electromagnetic waves
such that almost all of the wave's energy remains in a �xed bounded re-
gion uniformly over time. Our general framework encompasses acous-
tic waves with position dependent compressibility and mass density,
elastic waves with position dependent Lam�e moduli and mass density,
and electromagnetic waves with position dependent magnetic perme-
ability and dielectric constant. We also allow for anisotropy.


In this �rst article we develop mathematical methods to study
wave localization in inhomogeneous media. As an application we show
localization for local perturbations (defects) of media with a gap in the
spectrum, and study midgap eigenmodes. In the second article [16] we
use the methods developed in this article to study wave localization for
random perturbations of periodic media with a gap in the spectrum.
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Our results extend the work of Figotin and Klein [6, 7, 8, 9, 10,
15] in several ways: 1) We study a general class of classical waves
which includes acoustic, electromagnetic and elastic waves as special
cases. 2) We allow for more than one inhomogeneous coe�cient (e.g.,
electromagnetic waves in media where both the magnetic permeability
and the dielectric constant are position dependent). 3) We allow for
anisotropy in our wave equations. 4) In [16] we prove strong dynamical
localization in random media, using the recent results of Germinet and
Klein [13] on strong dynamical localization and of Klein, Koines and
Seifert [17] on a generalized eigenfunction expansion for classical wave
operators.


Previous results on localization of classical waves in inhomogeneous
media [6, 7, 8, 9, 10, 15, 3] considered only the case of one inhomo-
geneous coe�cient. Acoustic and electromagnetic waves were treated
separately. Elastic waves were not discussed.


Our approach to the mathematical study of localization of clas-
sical waves, as in the work of Figotin and Klein, is operator theo-
retic and reminiscent of quantum mechanics. It is based on the fact
that many wave propagation phenomena in classical physics are gov-
erned by equations that can be recast in abstract Schr�odinger form
[20, 7, 15]. The corresponding self-adjoint operator, which governs the
dynamics, is a �rst order partial di�erential operator, but its spectral
theory may be studied through an auxiliary self-adjoint, second order
partial di�erential operator. These second order classical wave oper-
ators are analogous to Schr�odinger operators in quantum mechanics.
The method is particularly suitable for the study of phenomena histor-
ically associated with quantum mechanical electron waves, especially
Anderson localization in randommedia [6, 7, 10, 15] and midgap defect
eigenmodes [8, 9].


Physically interesting inhomogeneous media give rise to nonsmooth
coe�cients in the classical wave equations, and hence in their classical
wave operators. (E.g., a medium composed of two di�erent homoge-
neous materials will be represented by piecewise constant coe�cients.)
Thus we make no assumptions about the smoothness of the coe�cients
of classical wave operators. Since we allow two inhomogeneous coe�-
cients, we have to deal with domain questions for the quadratic forms
associated with classical wave operators.


We must also take into account that many classical wave equations
come with auxiliary conditions, and the corresponding classical wave
operators are not elliptic (e.g., the Maxwell operator { see [20, 19, 7,
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10, 15]).
This paper is organized as follows: In Section 2 we introduce our


framework for studying classical waves. We discuss classical wave
equations in inhomogeneous media and wave localization. We de�ne
�rst and second order classical wave operators, and use them to rewrite
the wave equations in abstract Schr�odinger form. We state our results
on wave localization created by defects. In Section 3 we study classi-
cal wave operators, obtaining the technical tools that are needed for
proving localization in inhomogeneous and random media. We study
�nite volume classical wave operators, discuss interior estimates, give
an improved resolvent decay estimate in a gap, prove a Simon-Lieb-
type inequality and an eigenfunction decay inequality. In Section 4
we study periodic classical wave operators, and prove a theorem that
gives the spectrum of a periodic classical wave operator in terms of
the spectra of its restriction to �nite cubes with periodic boundary
condition. In Section 5 we study the e�ect of defects on classical wave
operators, and give the proofs and details of the results on defects and
wave localization stated in Section 2.


2 The mathematical framework


2.1 Classical wave equations


Many classical wave equations in a linear, lossless, inhomogeneous
medium can be written as �rst order equations of the form:


K(x)�1 @
@t
 t(x) = D��t(x)


R(x)�1 @
@t
�t(x) = �D t(x)


; (2.1)


where x 2 Rd (space), t 2 R (time),  t(x) 2 C n and �t(x) 2 Cm are
physical quantities that describe the state of the medium at position
x and time t, D is an m�nmatrix whose entries are �rst order partial
di�erential operators with constant coe�cients (see De�nition 2.1), D�


is the formal adjoint of D, and, K(x) and R(x) are n� n and m�m
positive, invertible matrices, uniformly bounded from above and away
from 0, that describe the medium at position x (see De�nition 2.3). In
addition, D satis�es a partial ellipticity property (see De�nition 2.2),
and there may be auxiliary conditions to be satis�ed by the quantities
 t(x) and �t(x).
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The physical quantities  t(x) and �t(x) then satisfy second order
wave equations, with the same auxiliary conditions:


@2


@t2
 t(x) = �K(x)D�R(x)D t(x) (2.2)


@2


@t2
�t(x) = �R(x)DK(x)D��t(x) : (2.3)


Conversely, given (2.2) (or (2.3)), we may write this equation in the
form (2.1) by introducing an appropriate quantity �t(x) (or  t(x)),
which will then satisfy equation (2.3) (or (2.2)).


The medium is called homogeneous if the coe�cient matrices K(x)
and R(x) are constant, i.e., they do not depend on the position x.
Otherwise the medium is said to be inhomogeneous.


Examples:


Electromagnetic waves: Maxwell equations are given by (2.1) with
d = n = m = 3,  t(x) the magnetic �eld, �t(x) the electric �eld,
D = D� the curl (D� = r � �), K(x) = 1


�(x)I3 and R(x) = 1
"(x)I3,


with �(x) the magnetic permeability and "(x) the dielectric constant.
(By Ik we denote the k�k identity matrix.) The auxiliary conditions
are r � � t = 0 and r � "�t = 0.


Acoustic waves: The acoustic equations in d dimensions may be writ-
ten as (2.1), with n = 1, m = d,  t(x) the pressure, �t(x) the velocity,
D the gradient (D� = r�, D� = �r �  ), K(x) = 1


�(x)I1 and


R(x) = 1
%(x)Id, with �(x) the compressibility and %(x) the mass den-


sity. The auxiliary condition is r� %�t = 0. The usual second order
acoustic equation for the pressure is then given by (2.2).


Elastic waves: The equations of motion for linear elasticity, in an
isotropic medium, can be written as the second order wave equation


�(x)
@2


@t2
 t(x) = �fr[�(x) + 2�(x)]r� +r� �(x)r�g t(x); (2.4)


where x 2 R3 ,  t(x) is the medium displacement, �(x) is the mass
density, and, �(x) and �(x) are the Lam�e moduli. It is of the form
of equation (2.2), with n = 3, D the di�erential operator given by
D = (r� )� (r�  ) (a 4� 3 matrix), K(x) = 1


�(x)I3, and R(x) =
(�(x) + 2�(x))I1 � �(x)I3 (a 4� 4 matrix).
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2.2 Wave equations in abstract Schr�odinger


form


The wave equation (2.1) may be rewritten in abstract Schr�odinger
form [20, 7, 15]:


�i d
dt
	t = W 	t ; (2.5)


where 	t =


 
 t
�t


!
and


W =


 
0 �iK(x)D�


iR(x)D 0


!
: (2.6)


The (�rst order) classical wave operator W is formally (and can be
de�ned as) a self-adjoint operator on the Hilbert space


H = L2
�
R
d ;K(x)�1dx; C n


�
� L2


�
R
d ;R(x)�1dx; Cm


�
; (2.7)


where, for a k�k positive invertible matrix-valued measurable function
S(x), we set


L2
�
R
d ;S(x)�1dx; C k


�
=


�
f :Rd ! C


k ;
D
f;S(x)�1f


E
L2(Rd;dx;Ck )


<1
�
:


The auxiliary conditions to the wave equation are imposed by requir-
ing the solutions to equation (2.5) to also satisfy


	t = P?W	t; (2.8)


where P?
W
denotes the orthogonal projection onto the orthogonal com-


plement of the kernel of W . The solutions to the equations (2.5) and
(2.8) are of the form


	t = eitW P?W �0 ; �0 2 H : (2.9)


The energy density at time t of a solution 	 � 	t(x) = ( t(x); �t(x))
of the wave equation (2.1) is given by


E	(t; x) = 1


2


n
h (x);K(x)�1 t(x)iCn + h�t(x);R(x)�1�t(x)iCm


o
:


(2.10)
The wave energy, a conserved quantity, is thus given by


E	 = 1
2k	tk2H for any t: (2.11)


Note that (2.9) gives the �nite energy solutions to the wave equa-
tion (2.1).


6







2.3 Wave localization


Let 	 = 	t(x) be a �nite energy solution of the wave equation (2.1).
There are many criteria for wave localization, e.g.:


Simple localization: Almost all of the wave's energy remains in a
�xed bounded region at all times, more precisely:


lim
R!1


inf
t


1


E	
Z
jxj�R


E	(t; x) dx = 1: (2.12)


Moment localization: For some (or we may require for all) q > 0,
we have


sup
t


Z
Rd
jxjqE	(t; x) dx = 1


2 sup
t
k jxj q2	tk2H <1: (2.13)


Exponential localization (in the L2-sense): For some C <1 and
m > 0, we have


sup
t
k�xE	(t; :)k2 = 1p


2
sup
t
k�x	tkH � Ce�mjxj (2.14)


for all x 2 Rd , where �x denotes the characteristic function of a
cube of side 1 centered at x.


It is easy to see that exponential localization implies moment local-
ization for all q > 0, and moment localization for some q > 0 implies
simple localization.


The fact that �nite energy solutions are given by (2.9) suggests a
method to obtain localized waves: if 	0 2 H is an eigenfunction for the
classical wave operator W with nonzero eigenvalue !, i.e., W 	0 = !	0


with ! 6= 0, then the wave 	t = eit!	0 exhibits simple localization.
If in addition k jxj q2	0k2H <1, we have moment localization. If 	0 is
exponentially decaying (in the L2-sense), we have exponential local-
ization.


In a homogenous medium, a classical wave operator cannot have
nonzero eigenvalues. (This can be shown using the Fourier transform.)
Thus an appropriate inhomogenous medium is required to produce
nonzero eigenvalues, and hence localized waves. In Subsection 2.5 we
will see that we can produce eigenvalues in spectral gaps of classical
wave operators by introducing defects, i.e., by making local changes
in the medium. Moreover, the corresponding waves will exhibit expo-
nential localization
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In the sequel [16] we show that random changes in the media can
produce Anderson localization in spectral gaps of periodic classical
wave operators.


2.4 Classical wave operators


We now introduce the mathematical machinery needed to make the
preceding discussion mathematically rigorous.


It is convenient to work on L2
�
R
d ; dx; C k


�
instead of the weighted


space L2
�
R
d ;S(x)�1dx; C k


�
. To do so, note that the operator VS ,


given by multiplication by the matrix S(x)�1=2, is a unitary map from
the Hilbert space L2


�
Rd ;S(x)�1dx; C k


�
to L2


�
Rd ; dx; C k


�
, and if we


set fW = (VK � VR)W (V �K � V �R), we have


fW =


 
0 �ipK(x)D�pR(x)
i
pR(x)DpK(x) 0


!
; (2.15)


a formally self-adjoint operator on L2
�
Rd ; dx; C n


�
�L2


�
Rd ; dx; Cm


�
.


In addition, if S�I � S(x) � S+I with 0 < S� � S+ < 1, as it
will be the case in this article, it turns out that if e' = VS', then the
functions '(x) and e'(x) share the same decay and growth proporties
(e.g., exponential or polynomial decay).


Thus it will su�ce for us to work on L2
�
Rd ; dx; C k


�
, and we will


do so in the remainder of this article. We set


H(k) = L2(Rd ; dx; C k ) : (2.16)


Given a closed densely de�ned operator T on a Hilbert space
H, we will denote its kernel by ker T and its range by ranT ; note
kerT �T = kerT . If T is self-adjoint, it leaves invariant the orthogo-
nal complement of its kernel; the restriction of T to (kerT )? will be
denoted by T?. Note that T? is a self-adjoint operator on the Hilbert
space (ker T )? = P?T H, where P?T denotes the orthogonal projection


onto (kerT )?.


De�nition 2.1 A constant coe�cient, �rst order, partial di�erential


operator D from H(n) to H(m) (CPDO
(1)
n;m) is of the form D = D(�ir),


where, for a d-component vector k, D(k) is the m� n matrix


D(k) = [D(k)r;s]r=1;:::;m
s=1;:::;n


; D(k)r;s = ar;s � k ; ar;s 2 C d : (2.17)
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We set
D+ = supfkD(k)k; k 2 C d ; jkj = 1g ; (2.18)


so kD(k)k � D+jkj for all k 2 C
d . Note that D+ is bounded by the


norm of the matrix [jar;sj]r=1;:::;m
s=1;:::;n


.


De�ned on


D(D) = f 2 H(n) : D 2 H(m) in distributional senseg ; (2.19)


a CPDO
(1)
n;m D is a closed, densely de�ned operator, and C10 (Rd ; C n)


(the space of in�nitely di�erentiable functions with compact support)


is an operator core for D. We will denote by D� the CPDO(1)
m;n given


by the formal adjoint of the matrix in (2.17).


De�nition 2.2 A CPDO
(1)
n;m D is said to be partially elliptic if there


exists a CPDO
(1)
n;q D? (for some q), satisfying the following two prop-


erties:


D?D� = 0 ; (2.20)


D�D+ (D?)�D? � � [(��)
 In] ; (2.21)


with � > 0 being a constant. (� = r � r is the Laplacian on
L2(Rd ; dx); In denotes the n� n identity matrix.)


If D is partially elliptic, we have


H(n) = kerD? � kerD ; (2.22)


and
D�D+ (D?)�D? = (D�D)? � ((D?)�D?)? : (2.23)


Note that D is elliptic if and only it is partially elliptic with D? = 0.


Note also that a CPDO
(1)
n;m D may be partially elliptic with D� not


being partially elliptic [17, Remark 1.1].


De�nition 2.3 A coe�cient operator S on H(n) (COn) is a bounded,
invertible operator given by multiplication by a coe�cient matrix: an
n� n matrix -valued measurable function S(x) on Rd , satisfying


S�In � S(x) � S+In ; with 0 < S� � S+ <1 : (2.24)
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De�nition 2.4 A multiplicative coe�cient, �rst order, partial di�er-


ential operator from H(n) to H(m) (MPDO
(1)
n;m) is of the form


A =
p
RD


p
K on D(A) = K� 1


2D(D) ; (2.25)


where D is a CPDO
(1)
n;m , K is a COn , and R is a COm . (We will


write AK;R for A whenever it is necessary to make explicit the depen-
dence on the on the medium, i.e., on the coe�cient operators. D does
not depend on the medium, so it will be omitted in the notation.)


An MPDO
(1)
n;m A is a closed, densely de�ned operator with A� =pKD�pR an MPDO


(1)
m;n. Note that K� 1


2C10 (Rd ; C n) is an operator
core for A.


The following quantity will appear often in estimates:


�A � D+


p
R+K+ : (2.26)


De�nition 2.5 A �rst order classical operator (CWO
(1)
n;m) is an op-


erator of the form


W A =


"
0 �iA�
iA 0


#
on H(n+m) �= H(n) �H(m) ; (2.27)


where A is an MPDO
(1)
n;m. If either D or D� is partially elliptic, W A


will also be called partially elliptic.


A CWO
(1)
n;m is a self-adjoint MPDO


(1)
n+m;n+m: W A =


pSW D
pS,


where S = K�R is a COn+m and W D is a self-adjoint CPDO
(1)
n+m;n+m .


(Note that our de�nition of a �rst order classical wave operator is more
restrictive than the one used in [17]. The de�nition of partial ellip-
ticity is also di�erent; [17] requires both D and D� to be partially
eliptic.)


The Schr�odinger-like equation (2.5) for classical waves with the
auxiliary condition (2.8) may be written in the form:


�i @
@t
	t = (W A)?	t ; 	t 2 (kerW A)


? = (kerA)? � (kerA�)?;
(2.28)


with W A a CWO
(1)
n+m as in (2.27). Its solutions are of the form


	t = eit(WA )?	0 ; 	0 2 (kerW A)
? ; (2.29)
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which is just another way of writing (2.9).
Since


(W A)
2 =


"
A�A 0
0 AA�


#
; (2.30)


if 	t = ( t; �t) 2 H(n) � H(m) is a solution of (2.28), then its com-
ponents satisfy the second order wave equations (2.2) and (2.3), plus
the auxiliary conditions, which may be all written in the form


@2


@t2
 t = �(A�A)? t ; with  t 2 (kerA)? ; (2.31)


@2


@t2
�t = �(AA�)?�t ; with �t 2 (kerA�)? : (2.32)


The solutions to (2.31) may be written as


 t = cos


�
t(A�A)


1
2
?


�
 0 + sin


�
t(A�A)


1
2
?


�
�0 ;  0; �0 2 (kerA)?;


(2.33)
with a similar expression for the solutions of (2.32).


The operators (A�A)? and (AA�)? are unitarily equivalent (see
Lemma A.1): the operator U de�ned by


U = A(A�A)
� 1
2


?  for  2 ran (A�A)
1
2
? ; (2.34)


extends to a unitary operator from (kerA)? to (kerA�)?, and


(AA�)? = U(A�A)?U� : (2.35)


In addition, if


U =
1p
2


"
IA IA
iU �iU


#
; with IA the identity on (kerA)? ; (2.36)


U is a unitary operator from (kerA)?�(kerA)? to (kerA)?�(kerA�)?,
and we have the unitary equivalence:


U
�(W A)?U = (A�A)


1
2
? �


�
�(A�A)


1
2
?


�
: (2.37)


Thus the operator (A�A)? contains full information about the
spectral theory of the operator (W A)? (e.g., [7, 17]). In particular


�((W A)?) = �


�
(A�A)


1
2
?


�
[
�
��


�
(A�A)


1
2
?


��
; (2.38)
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and to �nd all eigenvalues and eigenfunctions for (W A)?, it is neces-
sary and su�cient to �nd all eigenvalues and eigefunctions for (A�A)?.
For if (A�A)? !2 = !2 !2 , with ! 6= 0,  !2 6= 0, we have


(W A)?
�
 !2 ;�


i


!
A !2


�
= �!


�
 !2 ;�


i


!
A !2


�
: (2.39)


Conversely, if (W A)? ( �!; ��!) = �! ( �!; ��!), with ! 6= 0, it
follows that (see [17, Proposition 5.2])


(A�A)? �! = !2 �! and ��! = � i


!
A �! : (2.40)


De�nition 2.6 A second order classical wave operator on H(n) (CWO
(2)
n )


is an operator W = A�A, with A an MPDO
(1)
n;m for some m. (We


write WK;R = A�K;RAK;R .) If D in (2.25) is partially elliptic, the


CWO
(2)
n will also be called partially elliptic.


Note that a �rst order classical wave operator W A is partially ellip-
tic if and only if one of the two second order classical wave operators
A�A and AA� is partially elliptic.


De�nition 2.7 A classical wave operator (CWO) is either a CWO
(1)
n


or a CWO
(2)
n . If the operator W is a CWO, we call W? a proper


CWO.


Remark 2.8 A proper classical wave operator W has a trivial kernel
by construction, so 0 is not an eigenvalue. However, using a dilation
argument, one can show that 0 is in the spectrum of W? [17, Theorem
A.1], so W? and W have the same spectrum and essential spectrum.
.


2.5 Defects and wave localization


We now describe our results on defects and wave localization. We
can produce eigenvalues in spectral gaps of classical wave operators
by introducing defects. Moreover, the corresponding waves exhibit
exponential localization. The proofs and details are given in Section 5.


A defect is a modi�cation of a given medium in a bounded do-
main. Two media, described by coe�cient matrices K0(x);R0(x) and
K(x);R(x), are said to di�er by a defect, if they are the same outside
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some bounded set 
, i.e., K0(x) = K(x) and R0(x) = R(x) if x =2 
.
The defect is said to be supported by the bounded set 
.


We recall that the essential spectrum �ess(H) of an operator H
consists of all the points of its spectrum, �(H), which are not isolated
eigenvalues with �nite multiplicity. Figotin and Klein [8] showed that
the essential spectrum of Acoustic and Maxwell operators are not
changed by defects. We extend this result to the class of classical
wave operators: the essential spectrum of a partially elliptic classical
wave operator (�rst or second order) is not changed by defects.


Theorem 2.9 Let W0 and W be partially elliptic classical wave op-
erators for two media which di�er by a defect. Then


�ess(W ) = �ess(W0): (2.41)


If (a; b) is a gap in the spectrum of W0, the spectrum of W in (a; b)
consists of at most isolated eigenvalues with �nite multiplicity, the
corresponding eigenmodes decaying exponentially fast away from the
defect, with a rate depending on the distance from the eigenvalue to
the edges of the gap.


In view of the unitary equivalence (2.37), Theorem 2.9 is an im-
mediate corollary to Theorem 5.1 and Corollary 5.3. For second order
classical wave operators, the exponential decay of an eigenmode is
given in (5.11). For �rst order classical wave operators, the exponen-
tial decay of an eigenmode follows from (2.40), (5.11), and (3.19).


We now turn to the existence of midgap eigenmodes and exponen-
tially localized waves. The next theorem shows that one can design
simple defects which generate eigenvalues in a speci�ed subinterval of
a spectral gap ofW0 , extending [8, Theorem 2] to the class of classical
wave operators. We insert a defect that changes the value of K0(x)
and R0(x) inside a bounded set of \size" ` to given positive constants
K and R. If (a; b) is a gap in the spectrum of W0, we will show that
we can deposit an eigenvalue of W inside any speci�ed closed subin-
terval of (a; b), by inserting such a defect with `p


KR
large enough.


We provide estimates on how large is \large enough". Note that the
corresponding eigenmode is exponentially decaying by Theorem 2.9,
so we construct an exponentially localized wave.


Theorem 2.10 (Existence of exponentially localized waves) Let
(a; b) be a gap in the spectrum of a partially elliptic classical wave op-
erator W0 = WK0;R0 , select � 2 (a; b), and pick � > 0 such that the
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interval [���; �+�] is contained in the gap, i.e., [���; �+�] � (a; b).
Given an open bounded set 
, x0 2 
, 0 < K;R; ` < 1, we intro-
duce a defect that produces coe�cient matrices K(x) and R(x) that
are constant in the set 
` = x0 + `(
� x0), with


K(x) = KIn and R(x) = RIm for x 2 
` : (2.42)


Then there is a �nite constant C, satisfying an explicit lower bound
depending only on the order (�rst or second) of the classical wave
operator, and on D+, �, �, and the geometry of 
, such that if


`p
KR


> C ; (2.43)


then the operator W =WK;R has at least one eigenvalue in the interval
[�� �; �+ �].


Theorem 2.10 follows from Theorem 5.4 and (2.37). For second
order operators the explicit lower bound is given in (5.16), for �rst
order operators it can be calculated from (5.16) and (2.37).


3 Properties of classical wave opera-


tors


In this section we discuss several important properties of classical wave
operators, which provide the necessary technical tools for proving lo-
calization in inhomogeneous and random (see [16]) media.


3.1 A trace estimate


Partially elliptic second order classical wave operators satisfy a trace
estimate that provides a crucial ingredient for many results.


Theorem 3.1 ([17, Theorem 1.1]) LetW be a partially elliptic sec-
ond order classical wave operator on H(n), and let P?W denote the or-
thogonal projection onto (kerW )?. Then


tr (V �P?W (W + I)�2rV ) � Cd;n;K�;R�;D+;D?+;�
kV k21;2 <1 ; (3.1)
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for r � �, where � is the smallest integer satisfying � > d
4 . V is the


bounded operator on H(n) given by multiplication by an n� n matrix-
valued measurable function V (x), with


kV k21;2 =
X
y2Zd


k�y;1(x)V �(x)V (x)k1 <1 : (3.2)


(�y;L denotes the characteristic function of a cube of side length L
centered at y.) The constant Cd;n;K�;R�;D+;D?+ ;�


depends only on the


�xed parameters d; n;K�; R�;D+;D
?
+;�.


3.2 Finite volume classical wave operators


Throughout this paper we use two norms in Rd and C d :


jxj =


 
dX
i=1


jxij2
! 1


2


; (3.3)


kxk = maxfjxij; i = 1; : : : ; dg : (3.4)


We set Br(x) to be the open ball in Rd , centered at x with radius
r > 0 :


Br(x) = fy 2 Rd ; jy � xj < rg : (3.5)


By �L(x) we denote the open cube in Rd , centered at x with side
L > 0 :


�L(x) = fy 2 Rd ; ky � xk < L=2g ; (3.6)


and by �L(x) the closed cube. By � we will always denote some open
cube �L(x). We will identify a closed cube �L(x) with a torus in the
usual way, and use the following distance in the torus:


dL(y; y
0) = min


m2LZd
jy � y0 +mj �


p
d
2 L for y; y0 2 �L(x): (3.7)


We set H(n)
� = L2(�; dx; C n). A CPDO


(1)
n;m D de�nes a closed


densely de�ned operator D� from H(n)
� to H(m)


� with periodic bound-
ary condition; an operator core is given by C1per(�; C n), the in�nitely
di�erentiable, periodic C n -valued functions on �. The restriction of a


COn S to � gives the bounded, invertible operator S� on H(n)
� . Given


an MPDO
(1)
n;m A as in (2.25), we de�ne its restriction A� to the cube


� with periodic boundary condition by


A� =
p
R�D�


p
K� on D(A�) = K�


1
2


� D(D�) ; (3.8)
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a closed, densely de�ned operator on H(n)
� . The restriction W� of the


second order classical wave operator W = A�A to � with periodic
boundary condition is now de�ned as W� = A��A�.


If the CPDO
(1)
n;m D is partially elliptic, then the restriction D�


is also partially elliptic, in the sense that equations (2.20) and (2.21)
hold for D�, (D


?)�, and ��. (�� is the Laplacian on L2(�; dx) with
periodic boundary condition.) This can be easily seen by using the
Fourier transform; here the use of periodic boundary condition plays


a crucial role. We also have (2.22) and (2.23) with H(n)
� .


If � = �L(x), we write H(n)
x;L , Wx;L , and so on.


Given a second order classical wave operator W on H(n), we de�ne
its �nite volume resolvent on a cube � by


R�(z) = (W� � z)�1 for z =2 �(W�) : (3.9)


If W is partially elliptic, it turns out that (W�)? has compact
resolvent, i.e., R�(z)P


?
W�


is a compact operator for z =2 �(W�). Note
that it su�ces to prove the statement for z = �1. We will prove a
stronger statement.


In what follows, we write F ' G if the positive self-adjoint op-
erators F and G are unitarily equivalent, and we write F � G if
F ' J for some positive self-adjoint operator J � G. Note that,
if 0 � F � G, then trf(G) � trf(F ), for any positive, decreasing
function f on [0;1).


Proposition 3.2 Let W be a partially elliptic second order classical
wave operator. Then for any �nite cube � and p > d


2 we have


tr
n
(W� + 1)�pP?W�


o
� n tr


n
(K�R��(���) + 1)�p


o
<1 :


(3.10)


Proof: Using Lemma A.1 and (2.24), we get


(W�)? =
�p


K�D
�
�R�D�


p
K�


�
? � R�


�p
K�D


�
�D�


p
K�


�
?(3.11)


' R� (D�K�D
�
�)? � K�R� (D�D


�
�)? ' K�R� (D�


�D�)? :


It follows from (3.11), (2.23), and (2.21) that


tr
n
(W� + 1)�pP?W�


o
= tr


n
((W�)? + 1)�p


o
(3.12)


� tr
�
(K�R� (D�


�D�)? + 1)�p
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� tr


��
K�R�


h
(D�


�D�)? �
�
(D?)��(D


?)�
�
?


i
+ 1


��p�
� tr


n
(K�R�� [(���)
 In] + 1)�p


o
= n tr


n
(K�R��(���) + 1)�p


o
<1 ;


if p > d
2 .


Since (W�)? � 0 has compact resolvent, we may de�ne


NW�
(E) = tr�(�1;E)((W�)?) ; (3.13)


the number of eigenvalues of (W�)? that are less than E. If E � 0, we
have NW�


(E) = 0, and if E > 0, NW�
(E) is the number of eigenvalues


of W� (or (W�)?) in the interval (0; E). Notice that NW�
(E) is the


distribution function of the measure nW�
(dE) given byZ


h(E)nW�
(dE) = tr (h((W�)?)) ; (3.14)


for positive continuous functions h of a real variable.
We have the following \a priori" estimate:


Lemma 3.3 Let W be a partially elliptic second order classical wave
operator. Then for any �nite cube � and E > 0 we have


NW�
(E) � nN���


( E
K�R��) � nCd


�
E


K�R��


� d
2 j�j ; (3.15)


where Cd is some �nite constant depending only on the dimension d.


Proof: We have


NW�
(E) � NK�R�(D��D�)(E) (3.16)


� NK�R�(D��D�+(D?)��(D
?)�)(E) (3.17)


� NK�R��[(���)
In](E) = nN���
( E
K�R��) (3.18)


where (3.16) follows from (3.11) and the Min-max Principle, (3.17) fol-
lows from (2.23), (3.18) follows from (2.21), plus a simple computation
for the equality.


The second inequality in (3.15) is given by a standard estimate.
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3.3 An interior estimate


The following interior estimate is an adaptation of [17, Theorem 4.1]
to both �nite or in�nite volume.


Lemma 3.4 Let W = A�A be a second order classical wave operator,
and let � denote either an open cube or R


d . Let � 2 C1
0 (�) and


� 2 L1loc(�; dx), with 0 � �(x) � �(x) and jr�(x)j � c�(x) a.e., where
c is a �nite constant. Then, for any  2 D(W�) we have


k�A� k2 � ak�W� k2 +
�
1
a + 4c2�2A


�
k� k2 (3.19)


for all a > 0, where �A is given in (2.26).


Proof: This is proved as [17, Theorem 4.1], keeping track of the
constants.


3.4 Improved resolvent decay estimates in a


gap


We adapt an argument of Barbaroux, Combes and Hislop [1] to sec-
ond order classical wave operators, obtaining an improvement on the
rate of decay given by the usual Combes-Thomas argument (e.g., [6,
Lemma 12], [7, Lemma 15]). Our proof, while based on [1, Lemma
3.1], is otherwise di�erent from the proof for Schr�odinger operators,
as we use an argument based on quadratic forms avoiding the ana-
lytic continuation of the operators. This way we can accomodate the
nonsmoothness of the coe�cients of our classical wave operators.


We will prove the decay estimate for both in�nite and �nite vol-
umes (with periodic boundary condition). We start with in�nite vol-
ume. Recall that Br(x) denotes the open ball of radius r centered at
x.


Theorem 3.5 Let W = A�A be a second order classical wave opera-
tor with a spectral gap (a; b). Then for any E 2 (a; b) and `; `0 > 0 we
have


k�B`(x)R(E)�B`0 (y)k � CE emE(`+`
0) e�mE jx�yj (3.20)


for all x; y 2 Rd , with


mE =
1


4�A


s
(E � a)(b�E)


(a+ b+ 2) (b+ 1)
� 1


4�A
; (3.21)
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and


CE = max


�
a+ b+ 2


E � a
;
4(b+ 1)


b�E


�
: (3.22)


In addition,


k�B`(x)AR(E)�B`0 (y)k (3.23)


� CE


�
2E + 16�2A


� 1
2 emE(`+`


0+1) e�mE jx�yj


for all x; y 2 Rd with jx� yj � `+ `0 + 1.


Proof: We start by de�ning the operators formally given by


W� = e��xW e���x ; � 2 Rd : (3.24)


To do so, let us consider the bounded operator


G� =
p
RD(�)


p
K ; kG�k � j�j�A : (3.25)


Then


A� = e��xAe���x = A+ iG� on D(A) : (3.26)


(A�)� = e��xA�e���x = A� + iG�� on D(A�) ; (3.27)


are closed, densely de�ned operators. (Note (A�)� 6= (A�)
�.) We


de�ne W� = (A�)�A� as a quadratric form. More precisely, for each
� 2 Rd ,we de�ne a quadratic form with domain D(A) by


W� [ ] = h(A�)�� ;A� i : (3.28)


Note that if � = 0, W =W0 is the closed, nonegative quadratic form
associated to the classical wave operator W .


It follows from (3.26) and (3.27) that


W� [ ]�W [ ] = 2iRe hA ;G� i � hG� ;G� i ; (3.29)


so


jW� [ ]�W [ ]j � kG� k
�
4kA k2 + kG� k2


� 1
2


� 4sW [ ] + (1s + s)j�j2�2Ak k2 (3.30)


for any s > 0. It follows [14, Theorem VI.1.33] that W� is a closed
sectorial form on the form domain of W . We de�ne W� as the unique
m-sectorial operator associated with it [14, Theorem VI.2.1].
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For each � 2 Rd , we set
W (�) = W �G��G� ; (3.31)


�(�) = 1 + j�j2�2A ; (3.32)


note
W (�) + �(�) � 1 : (3.33)


It follows from (3.29) that�
W (�) + �(�)


�� 1
2
(Wa �E)


�
W (�) + �(�)


�� 1
2
= (3.34)�


W (�) + �(�)
�� 1


2
�
W (�) �E


� �
W (�) + �(�)


�� 1
2 + iY�;


as everywhere de�ned quadratic forms, where�W (�) + �(�)
�� 1


2
�
W (�) �E


��
W (�) + �(�)


�� 1
2


 � 1+�(�)+E <1;


(3.35)
and


Y� =
�
W (�) + �(�)


�� 1
2
(A�G� +G��A)


�
W (�) + �(�)


�� 1
2


(3.36)


extends to a bounded self-adjoint operator with


kY�k � 2j�j�A ; (3.37)


in view of (3.25), (3.31), (3.32), (3.33), andA�W (�) + �(�)
�� 1


2  


2 (3.38)


=


��
W (�) + �(�)


�� 1
2  ;A�A


�
W (�) + �(�)


�� 1
2  


�
= k k2 +


��
W (�) + �(�)


�� 1
2  ;


�
G��G� � �(�)


��
W (�) + �(�)


�� 1
2  


�
� k k2 �


�W (�) + �(�)
�� 1


2  


2 � k k2 : (3.39)


Since (a; b) is a gap in the spectrum of W and E 2 (a; b) , we have
that the interval 


a�E


a+ �(�)
;
b�E � j�j2�2A
b+ �(�) � j�j2�2A


!
(3.40)


=


 
a�E


a+ 1 + j�j2�2A
;
b�E � j�j2�2A


b+ 1


!
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is a gap in the spectrum of the operator�
W (�) + �(�)


�� 1
2
�
W (�) �E


��
W (�) + �(�)


�� 1
2 ; (3.41)


containing 0, as long as


j�j <
p
b�E


�A
: (3.42)


We now use [1, Lemma 3.1] to conclude, if in addition to (3.42) we
also require


j�j < 1


4�A


s
(E � a)


�
b�E � j�j2�2A


�
(a+ 1 + j�j2�2A) (b+ 1)


; (3.43)


that 0 is not in the spectrum of the operator in (3.34), and
��
W (�) + �(�)


�� 1
2 (Wa �E)


�
W (�) + �(�)


�� 1
2


��1 (3.44)


� 
� � 2max


(
a+ 1 + j�j2�2A


E � a
;


b+ 1


b�E � j�j2�2A


)
:


Since


D(W�) � D(W�) = D(W) = D
��
W (�) + �(�)


� 1
2


�
; (3.45)


we may use (3.33) and (3.44) to obtain, for all � 2 D(W�),


k (Wa �E)�k � (3.46)�W (�) + �(�)
�� 1


2 (Wa �E)
�
W (�) + �(�)


�� 1
2
�
W (�) + �(�)


�1
2 �



� 
�1�


�W (�) + �(�)
� 1
2
�


 � 
�1� k�k :


Since (3.46) holds for all � 2 Rd , and W �
� = W��, W (�) = W (��),


�(�) = �(��), and 
(�) = 
(��), we see that we also have (3.46) for
W �


�. We can conclude that E =2 �(W�) and(W� �E)�1
 � 
� ; (3.47)


for all � 2 Rd satisfying (3.42) and (3.43).
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We now take j�j � mE, where mE is given in (3.21). Then both


(3.42) and (3.43) are satis�ed, and we also have j�j�A �
q


b�E
2 , so



� � CE , with CE as in (3.22), and (3.47) gives


kR�(E)k � CE ; with R�(E) = (W� �E)�1. (3.48)


We may now prove (3.20) . Let x0; y0 2 Rd , ` > 0, and take
� = mE


jx0�y0j(x0 � y0). We have


�B`(x0)R(E)�B`0 (y0) = �B`(x0)e
���xR�(E)e


��x�B`0(y0) (3.49)


= e�mjx0�y0j�B`(x0)e
���(x�x0)R�(E)e


��(x�y0)�B`0 (y0) ;


so


k�B`(x0)R(E)�B`0 (y0)k (3.50)


� CEk�B`(x0)e
���(x�x0)k1k�B`0 (y0)e


a�(x�y0)k1e�mjx0�y0j :


Since
k�B`(x0)e


���(x�x0)k1 � ej�j` = emE` ; (3.51)


(3.20) follows from (3.50) and (3.51).
To prove (3.23), we use Lemma 3.4. We let jx0 � y0j � `+ `0 + 1,


and pick � 2 C1
0 (R


d), with �B`(x0) � � � �B`+1(x0) and jr�(x)j � 2.
We have


k�B`(x0)AR(E)�B`0 (y0)k � k�AR(E)�B`0 (y0)k (3.52)


�
�
2E + 16�2A


� 1
2 k�B`+1(x0)R(E)�B`0 (y0)k ;


so (3.23) now follows from (3.20)


We now turn to the torus, i.e., we prove a version of Theorem 3.5
for the restriction of a second order classical wave operator to a cube
� with periodic boundary condition. We use the distance (3.7) in the
torus.


Theorem 3.6 W be a second order classical wave operator whose
restriction with periodic boundary condition to a cube �L(x0) has a
spectral gap (a; b). Then for any E 2 (a; b) and ` > 0, with L > 2`+8,
we have


k�B`(x)Rx0;L(E)�B`0(y)kx0;L � CE e2mE;L;``e�mE;L;` dL(x;y) (3.53)
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for all x; y 2 �L(x0), where


mE;L;` =
mE


cL;`
; with cL;` =


�
2
p
d


1� 2(`+3)
L�2


+ 1


�
; (3.54)


and mE and CE are as in Theorem 3.5.


Proof: Let us �x x1; y1 2 �L(x0), by rede�ning the coe�cient op-
erators we may assume x0 = 0 = 1


2(x1 + y1) and x1; y1 2 �L
2
(0).


In particular, dL(x1; y1) = jx1 � y1j. Let L > 2` + 8, we pick a
real valued function � 2 C1


0 (R) with 0 � �(t) � 1 for all t 2 R,
such that �(t) = 1 for jtj � L


4 + `
2 , �(t) = 0 for jtj � L


2 � 1, and


j�0(t)j �
�
L
4 � `


2 � 2
��1


for all t 2 R. We set �(x) =
Qd
i=1 �(xi) for


x 2 Rd . Notice supp�(x) � �L(0).
We now proceed as in the proof of Theorem 3.5 with �L(0) sub-


stituted for Rd and de�nition (3.24) replaced by


(W0;L)� = e�(x)��xW0;Le
��(x)��x ; � 2 Rd ; (3.55)


and instead of (3.25), consider the bounded operators


(G0;L)� =
q
R0;L (D(r (�(x)� � x)))0;L


q
K0;L : (3.56)


Since


jr (�(x)� � x)j �
�
(L2�1)


p
d


L
4
� `
2
�2 + 1


�
j�j = cL;`j�j (3.57)


for all x 2 �L(0), with cL;` as in (3.54), we have


k(G0;L)�k � cL;`j�j�A : (3.58)


We now proceed as in the proof of Theorem 3.5, except that we
must now substitute cL;`j�j for j�j in the estimates. Thus, if j�j � mE


cL;`
,


we conclude that E =2 �((W0;L)�) and


k(R0;L)�(E)k � CE ; with (R0;L)�(E) = ((W0;L)� �E)�1. (3.59)


To prove (3.53), we take � = mE


cL;`jx1�y1j(x1�y1), and complete the


proof of as before (with x1; y1 substituted for x; y in (3.53)), as


k�B`(x1)e
��(x)��x���x1k1 = k�B`(x1)e


���(x�x1)k1 � emE;L;`` : (3.60)
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3.5 A Simon-Lieb-type inequality


The norm in H(r)
� and also the corresponding operator norm will both


be denoted by k k�, or k kx;L in case � = �L(x). (We omit r from the
notation.) If �1 � �2 are open cubes (possibly the whole space), let


J�2�1
:H(r)


�1
!H(r)


�2
be the canonical injection. If �i = �Li(xi), i = 1; 2,


we write k kx2;L2x1;L1
for the operator norm from H(r)


�L1 (x1)
to H(r)


�L2 (x2)
,


and Jx2;L2x1;L1
= J


�L2 (x2)


�L1 (x1)
.


Given a function � 2 L1(Rd ), with supp� � �, we do not distin-


guish in the notation between � as a multiplication operator on H(r)
�


and on H(r). If D is a CPDO
(1)
n;m , and � 2 C1


0 (R
d), real-valued, with


supp� � �1 � �2 , we can verify that, as operators,


D�2J
�2
�1
� = J�2�1


D�1� on D(D�1) : (3.61)


It follows for the MPDO
(1)
n;m A that


A�2J
�2
�1
� = J�2�1


A�1� on D(A�1) : (3.62)


We set
A[�] =


p
RD[�]


p
K (3.63)


where D[�], given by multiplication by the matrix valued function
D(�ir�(x)), is a bounded operator from H(n) to H(m), with norm
bounded by D+kr�k1 . Thus A[�] is a bounded operator given
by multiplication by a matrix-valued, measurable function, with (see
(2.26))


kA[�]k � �Akr�k1 : (3.64)


We denote by A�[�] its restriction to the cube �; it also satis�es the
bound (3.64).


We will use the fact that A�R�(z) is a bounded operator with


kA�R�(z)k2� � kR�(z)k� (jzjkR�(z)k� + 1) : (3.65)


The basic tool to relate the �nite volume resolvents in di�erent
scales is the smooth resolvent identity (SRI) (see [2, 6, 7, 17]).


Lemma 3.7 (SRI) Let W = A�A be a second order classical wave
operator, and let �1 � �2 be either open cubes or Rd , and let � 2
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C1
0 (R


d) with supp� � �1. Then, for any z =2 �(W�1) [ �(W�2) we
have


R�2(z)�J
�2
�1


= J�2�1
�R�1(z)+ (3.66)


R�2(z)A
�
�2 [�]J


�2
�1
A�1R�1(z)�R�2(z)A


�
�2J


�2
�1
A�1 [�]R�1(z)


as bounded operators from H(n
�L1


to H(n)
�L2


.


Proof: This lemma can be proved as [17, Lemma 7.2].


We will now state and prove a Simon-Lieb-type inequality (SLI)
for second order classical wave operators. This estimate is a crucial
ingredient in the multiscale analysis proofs of localization for random
operators, where it is used to obtain decay in a larger scale from decay
in a given scale [12, 11, 5, 2, 6, 7, 13].


Let us �x q 2 N. (In [16] we will work with a periodic background
medium, and we will take q to be the period.) We will take cubes
�L(x) centered at sites x 2 qZd with side L 2 2qN (so in a periodic
background medium with period q the background medium will be the
same in all cubes in a given scale L). For such cubes (with L � 4q),
we set


�L(x) =
n
y 2 qZd; ky � xk = L


2 � q
o
; (3.67)


e�L(x) = �L�q(x)n�L�3q(x) =
[


y2�L(x)


�q(y) ; (3.68)


b�L(x) = �L� 3q
2
(x)n�L� 5q


2
(x) ; (3.69)


�x;L = �e�L(x)
=


X
y2�L(x)


�y;q a.e. ; (3.70)


b�x;L = �b�L(x)
: (3.71)


Note
j�L(x)j � d(L� 2q + 1)d�1: (3.72)


In addition each cube �L(x) will be equipped with a function �x;L
constructed in the following way: we �x an even function � 2 C1


0 (R)
with 0 � �(t) � 1 for all t 2 R, such that �(t) = 1 for jtj � q


4 , �(t) = 0


for jtj � 3q
4 , and j�0(t)j � 3


q for all t 2 R. (Such a function always
exists.) We de�ne


�L(t) =


(
1; if jtj � L


2 � 5q
4


�
�
jtj �


�
L
2 � 3q


2


��
; if jtj �


�
L
2 � 3q


2


� (3.73)
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and set


�x;L(y) = �L(y � x) for y 2 Rd ; with �L(y) =
dY
i=1


�L(yi) : (3.74)


We have �x;L 2 C1
0 (R


d ), with supp�x;L � �L(x) and 0 � �x;L � 1.
By construction, we have


�x;L
2
� 5q


4
�x;L = �x;L


2
� 5q


4
; �x;L


2
� 3q


4
�x;L = �x;L ; (3.75)


b�x;L (r�x;L) = r�x;L ; jr�x;Lj � 3
p
d


q
: (3.76)


Similarly, we also construct a function �x;L 2 C1
0 (R


d ), 0 � �x;L �
1, such that b�x;L �x;L = b�x;L ; �x;L �x;L = �x;L ; (3.77)


jr�x;Lj � 5
p
d


q
: (3.78)


Lemma 3.8 (SLI) Let W be a second order classical wave operator.
Let x; y 2 qZd, L; ` 2 2qN, and 
 be a set, with 
 � �`�3q(y) �
�L�3q(x). Then, if z =2 �(Wx;L) [ �(Wy;`), we have


k�x;LRx;L(z)�
kx;L � zk�y;`Ry;`(z)�
ky;` k�x;LRx;L(z)�y;`kx;L ;
(3.79)


with


z =
6
p
d


q �A
�
2jzj+ 100d


q2 �2A


�1
2
; (3.80)


where �A is given in (2.26).


Proof: We proceed as in [6, Lemma 26]. Using (3.75), (3.66), and
�x;L�y;` = 0, we obtain


�x;LRx;L(z)J
x;L
y;` �
 = �x;LRx;L(z)J


x;L
y;` �y;`�



= �x;LRx;L(z)A
�
x;L[�y;`]J


x;L
y;` Ay;`Ry;`(z)�
 (3.81)


� �x;LRx;L(z)A
�
x;LJ


x;L
y;` Ay;`[�y;`]Ry;`(z)�
 :


We now use (3.76) and (3.64) to get


k�x;LRx;L(z)A
�
x;L[�y;`]J


x;L
y;` Ay;`Ry;`(z)�
kx;Ly;` (3.82)


= k�x;LRx;L(z)�y;`A
�
x;L[�y;`]J


x;L
y;`
b�y;`Ay;`Ry;`(z)�
kx;Ly;`


� 3
p
d


q �Ak�x;LRx;L(z)�y;`kx;Lkb�y;`Ay;`Ry;`(z)�
ky;` ;
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and


k�x;LRx;L(z)A
�
x;LJ


x;L
y;` Ay;`[�y;`]Ry;`(z)�
kx;L (3.83)


= k�x;LRx;L(z)A
�
x;L
b�y;`Jx;Ly;` Ay;`[�y;`]�y;`Ry;`(z)�
kx;L


� 3
p
d


q �Ak�x;LRx;L(z)A
�
x;L
b�y;`kx;Lk�y;`Ry;`(z)�
ky;`


= 3
p
d


q �Akb�y;`Ax;LRx;L(�z)�x;Lkx;Lk�y;`Ry;`(z)�
ky;` :
We now appeal to Lemma 3.4 using (3.77) and (3.78). For  2


Hy; `(n) and a > 0 we get


kb�y;`Ay;`Ry;`(z)�
 k2y;` � k�y;`Ay;`Ry;`(z)�
 k2y;`
� ak�y;`Wy;`Ry;`(z)�
 k2y;` (3.84)


+
�
1
a +


100d
q2 �2A


�
k�y;`Ry;`(z)�
 k2y;`


�
�
ajzj2 + 1


a +
100d
q2


�2A


�
k�y;`Ry;`(z)�
 k2y;` :


Choosing a = jzj�1, we get


kb�y;`Ay;`Ry;`(z)�
ky;` �
�
2jzj + 100d


q2
�2A


� 1
2 k�y;`Ry;`(z)�
ky;`:


(3.85)
Similarly, we get


kb�y;`Ax;LRx;L(�z)�x;Lkx;L (3.86)


�
�
2jzj + 100d


q2 �2A


� 1
2 k�y;`Rx;L(�z)�x;Lkx;L


=
�
2jzj + 100d


q2
�2A


� 1
2 k�x;LRx;L(z)�y;`kx;L :


Since


k�x;LRx;L(z)�
kx;L = k�x;LRx;L(z)J
x;L
y;` �
kx;Ly;` ; (3.87)


the lemma follows from (3.81)-(3.86).


3.6 The eigenfunction decay inequality


The eigenfunction decay inequality (EDI) estimates decay for general-
ized eigenfunctions from decay of �nite volume resolvents. resolvents.


We start by introducing generalized eigenfunctions for classical
wave operators. (We refer to [17] for the details.) Given � > d=4, we
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de�ne the weighted spaces (we will omit � from the notation) H(r)
� as


follows:
H(r)
� = L2(Rd ; (1 + jxj2)�2�dx; C r ) :


H(r)
� is the space of polynomially L2-bounded functions. The sesquilin-


ear form


h�1; �2iH(r)
+ ;H(r)


�
=


Z
�1(x) � �2(x)dx; (3.88)


where �1 2 H(r)
+ and �2 2 H(r)


� , makes H(r)
+ and H(r)


� conjugate duals
to each other. By Oy we will denote the adjoint of an operator O


with respect to this duality. By construction, H(r)
+ � H(r) � H(r)


� ,


the natural injections {+ : H(r)
+ ! H(r) and {� : H(r) ! H(r)


� being


continuous with dense range, with {y+ = {� .
Given a second order classical wave operator W = A�A, where A


is a MPDO
(1)
n;m, we de�ne operators W� on H(n) as follows: A+ is


the restriction of the operator A to H(n)
+ , i.e., A+ is the operator from


H(n)
+ to H(m)


+ with domain D(A+) = f� 2 D(A) \H(n)
+ ; A� 2 H(m)


+ g,
de�ned by A+� = A� for � 2 D(A+). A+ is a closed densely de�ned
operator, and we set A� = (A�+)y, a closed densely de�ned operator


from H(n)
� to H(m)


� . We de�ne W+ = A�+A+ = Ay�A+, which is a


closed densely de�ned operator on H(n)
+ with domain D(W+) = f� 2


D(W ) \ H(n)
+ ; W� 2 H(n)


+ g, and W+� = W� for � 2 D(W+) [17,


Theorem 4.2]. We de�neW� =W y
+, a closed densely de�ned operator


on H(n)
� . Note that W is the restriction of W� to H(n).


A measurable function  : Rd ! C n is said to be a generalized


eigenfunction of W with generalized eigenvalue �, if  2 H(n)
� (for


some � > d
4) and is an eigenfunction for W� with eigenvalue �, i.e.,


 2 D(W�) and W� = � . In other words,  2 H(n)
� and


hW+�;  iH(n)
+ ;H(n)


�
= �h�;  iH(n)


+ ;H(n)
�


for all � 2 D(W+). (3.89)


Eigenfunctions of W are always generalized eigenfunctions. Con-
versely, if a generalized eigenfunction is in H(n), then it is a bona �de
eigenfunction.


Lemma 3.9 (EDI) Let W be a second order classical wave operator,
and let  be a generalized eigenfunction of W with generalized eigen-
value E. Let x 2 qZd and L 2 2qN be such that E =2 �(Wx;L). Then
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for any set 
 � �L�3q(x) we have


k�
 k � Ek�x;LRx;L(E)�
kx;Lk�x;L k ; (3.90)


with E as in (3.80).


Proof: We �x � > d
4 such that  2 D(W�) and W� = E . We


write Jx;L = JR
d


x;L.


Using [17, Lemma 4.1], we can show that, weakly in H(n)
x;L ,


J�x;L�
 = �
J
�
x;L�x;L = �
Rx;L(E)(Wx;L �E)J�x;L�x;L (3.91)


= �
Rx;L(E)A
�
x;LJ


�
x;LA[�x;L] + �
Rx;L(E)J


�
x;LA


�[�x;L]A� :


Proceeding as in the proof of Lemma 3.8, we have�
Rx;L(E)A
�
x;LJ


�
x;LA[�x;L] 



x;L


(3.92)


=
�
Rx;L(E)A


�
x;L
b�x;LJ�x;LA[�x;L]�x;L 


x;L


� 3
p
d


q �Ak�
Rx;L(E)A
�
x;L
b�x;Lkx;LkJ�x;L�x;L kx;L


= 3
p
d


q �Akb�x;LAx;LRx;L(E)�
kx;LkJ�x;L�x;L kx;L
� 3


p
d


q �A
�
2jEj+ 100d


q2 �2A


�1
2 �
k�x;LRx;L(E)�
kx;Lk�x;L k :


Similarly, �
Rx;L(E)J
�
x;LA


�[�x;L]A� 

x;L


(3.93)


=
�
Rx;L(E)�x;LJ


�
x;LA


�[�x;L]b�x;LA� 
x;L


� 3
p
d


q �Ak�x;LRx;L(E)�
kx;Lkb�x;LA� k ;
and, using Lemma 3.4, which is also valid for the operator A� (see
[17, Theorem 4.1], we have


kb�x;LA� k2 � k�x;LA� k2 (3.94)


� ak�x;LW� k2 +
�
1
a +


100d
q2 �2A


�
k�x;L k2


=
�
ajEj2 + 1


a +
100d
q2


�2A


�
k�x;L k2 ;


for any a > 0.
Choosing a = jEj�1 in (3.94), (3.90) follows from (3.91)-(3.94).
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4 Periodic classical wave operators


In this section we study classical wave operators in periodic media.
The main theorem gives the spectrum of a periodic classical wave
operator in terms of the spectra of its restriction to �nite cubes with
periodic boundary condition.


De�nition 4.1 A coe�cient operator S on H(n) is periodic with pe-
riod q > 0 if S(x) = S(x+ qj) for all x 2 Rd and j 2 Zd.


De�nition 4.2 A medium is called periodic if the coe�cient opera-
tors K and R that describe the medium are periodic with the same
period q. (We will always take the period q 2 N without loss of gen-
erality.) The corresponding classical wave operators will be said to be
periodic with period q (q-periodic).


If k; n 2 N, we say that k � n if n 2 kN and that k � n if k � n
and k 6= n:


Theorem 4.3 Let W be a q-periodic second order classical wave op-
erator. Let f`n; n = 0; 1; 2; : : :g be a sequence in N such that `0 = q
and `n � `n+1 for each n = 0; 1; 2; : : :. Then


� (W0;`n) � �
�
W0;`n+1


� � �(W ) for all n = 0; 1; 2; : : : ; (4.1)


and


�(W ) =
1[
n=0


� (W0;`n): (4.2)


The analogous result for periodic Schr�odinger operators is well
known [Ea]. Periodic acoustic and Maxwell operators are treated in
[6, Theorem 14] and [7, Theorem 25], respectively. We will sketch a
proof, using Floquet theory. We refer to [18, Section XIII.6] for the
de�nitions and notations of direct integrals of Hilbert spaces.


We let Q = �q(0) be the basic period cell, ~Q = �� 2�
q
(0) the dual


basic cell. (��L(x) = fy 2 Rd ; xi � L
2 � yi < xi +


L
2 ; i = 1; : : : ; dg;


we should also take Q = ��q(0), but we will not since it will make
no di�erence in what follows.) For any r 2 N we de�ne the Floquet
transform


F :H(r) !
Z �


~Q
H(r)
Q dk � L2


�
~Q; dk;H(r)


Q


�
(4.3)
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by


(F )(k; x) =
�
q


2�


� d
2 X
m2qZd


eik�(x�m) (x�m); x 2 Q; k 2 ~Q; (4.4)


if  has compact support; it extends by continuity to a unitary oper-
ator.


The q-periodic operator W is decomposable in this direct integral
representation, more precisely,


FWF� =
Z �


~Q
WQ(k) dk; (4.5)


where for each k 2 Rd we set DQ(k) to be the restriction to Q
with periodic boundary condition of the operator given by the ma-
trix D(�ir + k) (see (2.17) ), a closed, densely de�ned operator,
and let WQ(k) = A�Q(k)AQ(k) with AQ(k) =


pRQDQ(k)
pKQ. (If


for p 2 2�
q Z


d, Up denotes the unitary operator on H(r)
Q given by


multiplication by the function e�ip�x, then for all k 2 R
d we have


WQ(k + p) = U�pWQ(k)Up.)
Since


kAQ(k + h)�AQ(k)k � jhj�A ; (4.6)


follows from the resolvent identity that the map


k 2 Rd 7! (WQ(k) + I)�1 2 B
�
H(n)
Q


�
(4.7)


is operator norm continuous, so we conclude from (4.5) that


�(W ) =
[
k2 ~Q


� (WQ(k)): (4.8)


If ` 2 qZd, similar considerations apply to the operatorW0;`, which
is q-periodic on the torus �`(0). The Floquet transform


F`:H(r)
0;` !


M
k2 2�


`
Zd\ ~Q


H(r)
Q (4.9)


is a unitary operator now de�ned by


(F` )(k; x) =


�
q


`


� d
2 X
m2qZd\��`(0)


eik�(x�m) (x�m); (4.10)
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where x 2 Q; k 2 2�
` Z


d \ ~Q; 2 H(r)
0;` ,  (x � m) being properly


interpreted in the torus �`(0). We also have


F`W0;`F�` =
M


k2 2�
`
Zd\ ~Q


WQ(k) ; (4.11)


and
�(W0;`) =


[
k2 2�


`
Zd\ ~Q


� (WQ(k)) : (4.12)


Theorem 4.3 follows from (4.8) and (4.12).


5 Defects and midgap eigenmodes


We now prove the results in Subsection 2.5.


Theorem 5.1 (Stability of essential spectrum) Let W0 and W
be second order partially elliptic classical wave operators for two media
which di�er by a defect. Then


�ess(W ) = �ess(W0): (5.1)


Proof: We will �rst prove the theorem when the defect only changes
R, i.e., we will show


�ess(WK0;R) = �ess(WK0;R0): (5.2)


The general case will follow, using Remark 2.8 and Lemma A.1, as
then


�ess(WK0;R0) = �ess(WK0;R) = �ess ((WK0;R)?) (5.3)


= �ess ((WR;K0)?) = �ess(WR;K0) = �ess(WR;K)
= �ess ((WR;K)?) = �ess ((WK;R)?) = �ess(WK;R) :


To prove (5.2), we proceed as in [8, Theorem 1]. Let T (x) = R(x)�
R0(x), by our hypotheses it is a bounded, measurable, self-adjoint
matrix-valued function with compact support. We write T (x) =
T+(x)�T�(x), with T�(x) the positive/negative part of the self-adjoint
matrix T (x). We let T� denote the bounded operators given by the
matrices T�(x), they would be coe�cients operators except for the
fact that the functions T�(x) have compact support, so they are not
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bounded away from zero. We may still de�ne operators de�ne non-
negative self-adjoint operators WK0;T�. We have


WK0;R =
�
WK0;R0 +WK0;T+


��WK0;T� ; (5.4)


as quadratic forms. (Note thatQ(WK0;R) = Q(WK0;R0) � Q(WK0;T�),
where Q(W ) denotes the form domain of the operator W .) Thus (5.2)
follows from [18, Corollary 4 to Theorem XIII.14] and the following
lemma.


Lemma 5.2 Let WK;R be a second order partially elliptic classical
wave operator, and let T be like a coe�cient operator, except for the
fact that the function T (x) has compact support, so it is not bounded
away from zero (i.e., T� = 0). Then


tr
�
(WK;R + I)�rWK;T (WK;R + I)�r


	
<1 (5.5)


if r � � + 1, where � is the smallest integer satisfying � > d
4 .


Proof: Let 
 denote the support of T (x), we pick a function � 2
C1
0 (R


d) with �
 � �(x) � �e
, where e
 = supp� is a compact set. We
have


T � T+�
2 � T+R


�1
� �2R : (5.6)


Thus, using k kHS to denote the Hilbert-Schmidt norm, and setting
c = kr�k1 , we have


tr
�
WK;R + I)�rWK;T (WK;R + I)�r


	
(5.7)


� T+R
�1
� tr


n
WK;R + I)�rA�K;R�


2AK;R(WK;R + I)�r
o


= T+R
�1
�
�AK;R(WK;R + I)�r


2
HS (5.8)


� T+R
�1
�
��e
WK;R(WK;R + I)�r


2
HS


+ (5.9)�
1 + 4c2�2AK;R


��e
(WK;R + I)�r
2
HS


�
� T+R


�1
�
���e
(WK;R + I)�r+1



HS


+
�e
(WK;R + I)�r



HS


�2
+
�
1 + 4c2�2AK;R


��e
(WK;R + I)�r
2
HS


�
<1 ; (5.10)


where the �nal bound in (5.10) follows from Theorem 3.1 if r� 1 � �.
To go from (5.8) to (5.9) we used Lemma 3.4.


This �nishes the proof of Theorem 5.1.


33







Corollary 5.3 (Behavior of midgap eigenmodes) LetW0 andW
be second order partially elliptic classical wave operators for two me-
dia which di�er by a defect. If (a; b) is a gap in the spectrum of W0,
the spectrum of W in (a; b) consists of at most isolated eigenvalues
with �nite multiplicity, the corresponding eigenmodes decaying expo-
nentially fast from the defect, with a rate depending on the distance
from the eigenvalue to the edges of the gap. If the defect is supported
by some ball Br(x0), and E 2 (a; b) is an eigenvalue for W with a
corresponding eigenmode  , k k = 1, then


k�x k2 � (5.11)


2CE �A0


�
E


1
2 + emE


�
2E + 16�2A0


� 1
2


�
emE(


p
d
2
+r+2) e�jx�x0j


for all x 2 Rd such that jx� x0j �
p
d
2 + r+ 3, where mE and CE are


as in Theorem 3.5.


Proof: By Theorem 5.1 W has no essential spectrum in (a; b). Thus,
if E 2 �(W ) \ (a; b), it must be an isolated eigenvalue with �nite
multiplicity; let  be a corresponding eigenvector. To estimate the
decay of  we have to deal with the fact that the form domains of W
and W0 may be di�erent, and  may not be in the form domain of
W0. Thus we pick � 2 C1(Rd) such that


1� �Br+2(x0)(x) � �(x) � 1� �Br+1(x0)(x) ; jr�(x)j � 2 : (5.12)


Since W and W0 di�er by a defect supported by Br(x0), it follows
from (2.25) that D� � �D(A) = �D(A0), and A' = A0' for ' 2 D� .
Thus, if � 2 D(A0), we have


hA0�;A0� i = hA0�;A� i = hA0�; �A i + hA0�;A[�] i
= h�A0�;A i + hA0�;A[�] i = h�A0�;A i + hA0�;A[�] i
= hA0��;A i � hA0[�]�;A i + hA0�;A[�] i
= hA��;A i � hA0[�]�;A i + hA0�;A[�] i
= h��;W i � hA0[�]�;A i + hA0�;A0[�] i
= E h��;  i � hA0[�]�;A i + hA0�;A0[�] i : (5.13)


Taking � = (W0 �E)�1�x , we get


k�x k2 = �
D
A0[�](W0 �E)�1�x ;A 


E
(5.14)


+
D
A0(W0 �E)�1�x ;A0[�] 


E
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= �
D
A0[�]�Br+2(x0)(W0 �E)�1�x ;A 


E
+
D
�Br+2(x0)A0(W0 �E)�1�x ;A0[�] 


E
� 2�A0


�p
E k�Br+2(x0)(W0 �E)�1�xk


+k�Br+2(x0)A0(W0 �E)�1�xk
�
k k2


where we used (3.64) and kA k2 = h ;W i = Ek k2.
The estimate (5.11) now follows from (5.14), using (3.20) and


(3.23) in Theorem 3.5.


The next theorem shows that one can design simple defects which
generate eigenvalues in a speci�ed subinterval of a spectral gap ofW0 ,
extending [8, Theorem 2] to the class of classical wave operators. Let

 be a an open bounded subset of Rd , x0 2 
. Typically, we take 
 to
be the cube �1(x0), or the ball B1(x0). We set 
` = x0+`(
�x0) for
` > 0. We insert a defect that changes the value of K0(x) and R0(x)
inside 
` to given positive constants K and R. If (a; b) is a gap in the
spectrum of W0, we will show that we can deposit an eigenvalue of
W inside any speci�ed closed subinterval of (a; b), by inserting such a
defect with `p


KR
large enough, how large depending only on D+, the


geometry of 
, and the speci�ed closed subinterval.


Theorem 5.4 (Creation of midgap eigenvalues) Let (a; b) be a
gap in the spectrum of a second order partially elliptic classical wave
operator W0 = WK0;R0, select � 2 (a; b), and pick � > 0 such that the
interval [���; �+�] is contained in the gap, i.e., [���; �+�] � (a; b).
Given an open bounded set 
, x0 2 
, 0 < K;R; ` <1, we introduce
a defect that produces coe�cient matrices K(x) and R(x) that are
constant in the set 
` = x0 + `(
� x0), with


K(x) = KIn and R(x) = RIm for x 2 
` : (5.15)


If


`p
KR


>


p
�


�
D+ inf


(
kr�k2 +


�
kr�k22 +


�


�
k��k22


� 1
2


)
; (5.16)


where the in�mum is taken over all real valued C2-functions � on Rd


with support in 
 and k�k2 = 1, the operator W = WK;R has at least
one eigenvalue in the interval [�� �; �+ �].
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Proof: We proceed as in [8, Theorem 2]. In view of Corollary 5.3, it
su�ces to show that


�(W ) \ [�� �; �+ �] 6= ; (5.17)


if (5.16) is satis�ed. To prove (5.17), it su�ces to �nd ' 2 D(W ) such
that


k(W � �)'k � � k'k : (5.18)


To do so, we will construct a function ' 2 D(W ), with k'k = 1 and
support in 
`, such that (5.18) holds. In this case the inequality (5.18)
takes the following simple form:


k(KRD�D� �)'k � �; (5.19)


which is the same as �D�D� �0
�
'
 � �0; (5.20)


with �0 = �
KR and �0 = �


KR .
We start by constructing generalized eigenfunctions for the non-


negative operator D�D corresponding to �0. In order to do this, we
consider � 2 S


d, pick an eigenvalue � = �� > 0 and a corresponding
eigenvector � = ��;� 2 C n , j�j = 1, of the n � n matrix D(�)�D(�)
(see (2.17)). We set


f(x) = f�;�;�(x) = e
i


q
�0
�
��x
� 2 C1(Rn ; C n) : (5.21)


Note that, pointwise, we have jf(x)j = 1, and


(D�Df)(x) = �0f(x): (5.22)


To produce the desired ' satisfying (5.18), we will restrict f to 
`


in suitable manner, and prove (5.20). To do so, let �` be a real valued
C2 function on Rd with support in 
` and k�`k2 = 1. We set


'(x) = �`(x)f(x) ; note k'k = k�`k2 = 1 : (5.23)


We have ' 2 D(D�D) with support in 
`, and


(D�D� �0)' (5.24)


= [D�(�ir)D(�ir�`)] f +
q


�0
�D


�(�ir�`)D(�)f
+
q


�0
�D


�(�)D(�ir�`)f :


36







Thus


k(D�D� �0)'k � D2
+k��`k2 + 2


q
�0
�D


2
+kr�`k2 : (5.25)


We now use a scaling argument (i.e., write �`(x) = �(`�1(x�x0)+
x0)) to conclude that to obtain (5.20), it su�ces to �nd � 2 C2(Rd ;R)
with support in 
, k�k2 = 1, and a unit vector � 2 Rd , such that


`�2D2
+k��k2 + 2`�1


q
�0
�D


2
+kr�k2 � �0 ; (5.26)


which will be satis�ed if


`�2KRD2
+k��k2 + 2`�1


p
KRD+


p
�kr�k2 � � : (5.27)


where we used the fact that � � D2
+. Thus (5.20) holds if (5.16) is


satis�ed.


A A useful lemma


The following well known lemma (e.g., [4, Lemma 2]) is used through-
out this paper. We recall that, given a closed densely de�ned operator
T on a Hilbert space H, we denote its kernel by ker T and its range by
ranT . If T is self-adjoint, it leaves invariant the orthogonal comple-
ment of its kernel; the restriction of T to (ker T )? is denoted by T?,
a self-adjoint operator on the Hilbert space (ker T )?.


Lemma A.1 Let B be a closed, densely de�ned operator from the
Hilbert space H1 to the Hilbert space H2. Then the operators (B�B)?
and (BB�)? are unitarily equivalent. More precisely, the operator U
de�ned by


U = B(B�B)
� 1
2


?  for  2 ran (B�B)
1
2
? ; (A.28)


extends to a unitary operator from (kerB)? to (kerB�)?, and


(BB�)? = U(B�B)?U� : (A.29)


Acknowledgement. The authors thanks Maximilian Seifert for many
discussions and suggestions. A. Klein also thanks Alex Figotin, Fran�cois
Germinet, and Svetlana Jitomirskaya for enjoyable discussions.


37







References


[1] Barbaroux, J.M., Combes, J.M., Hislop, P.D.: Localization near
band edges for random Schr�odinger operators. Helv. Phys. Acta
70, 16-43 (1997)


[2] Combes, J.M., Hislop, P.D.: Localization for some continuous,
random Hamiltonian in d-dimension. J. Funct. Anal. 124, 149-
180 (1994)


[3] Combes, J.M., Hislop, P.D., Tip, A.: Band edge localization and
the density of states for acoustic and electromagnetic waves in
random media. Ann. Inst. H. Poincare Phys. Theor. 70 , 381-
428 (1999)


[4] Deift, P.A.: Applications of a Commutation Formula. Duke Math.
J. 45, 267-310 (1978)


[5] von Dreifus, H., Klein, A.: A new proof of localization in the
Anderson tight binding model. Commun. Math. Phys. 124, 285-
299 (1989)


[Ea] Eastham, M.: The Spectral Theory of Periodic Di�erential Equa-
tions. Scottish Academic Press, 1973.


[6] Figotin, A., Klein, A.: Localization of classical waves I: Acoustic
waves. Commun. Math. Phys. 180, 439-482 (1996)


[7] Figotin, A., Klein, A.: Localization of classical waves II: Electro-
magnetic waves. Commun. Math. Phys. 184, 411-441 (1997)


[8] Figotin, A., Klein, A.: Localized Classical Waves Created by
Defects. J. Stat. Phys. 86, 165-177 (1997)


[9] Figotin, A., Klein, A.: Midgap Defect Modes in Dielectric and
Acoustic Media. SIAM J. Appl. Math. 58, 1748-1773 (1998)


[10] Figotin, A., Klein, A.: Localization of Light in Lossless Inhomo-
geneous Dielectrics. J. Opt. Soc. Am. A 15, 1423-1435 (1998)


[11] Fr�ohlich, J., Martinelli, F., Scoppola, E., Spencer, T.: Construc-
tive proof of localization in the Anderson tight binding model.
Commun. Math. Phys. 101, 21-46 (1985)


[12] Fr�ohlich, J., Spencer, T.: Absence of di�usion with Anderson
tight binding model for large disorder or low energy. Commun.
Math. Phys.. 88, 151-184 (1983)


[13] Germinet, F., Klein, A.: Bootstrap multiscale analysis and local-
ization in random media. Preprint (2000)


38







[14] Kato, T.: Perturbation Theory for Linear Operators. Springer-
Verlag, 1976


[15] Klein, A.: Localization of light in randomized periodic media. In
Di�use Waves in Complex Media, J.-P. Fouque, ed., pp. 73-92,
Kluwer, The Netherlands, 1999


[16] Klein, A., Koines, A. : A general framework for localization of
classical waves: II. Random media. In preparation


[17] Klein, A., Koines, A., Seifert, M.: Generalized eigenfunctions for
waves in inhomogeneous media. J. Funct. Anal., to appear


[18] Reed, M., Simon, B.: Methods of Modern Mathematical Physics,
Vol.IV, Analysis of Operators. Academic Press, 1978


[19] Schulenberger, J., Wilcox, C.: Coerciveness inequalities for nonel-
liptic systems of partial di�erential equations. Arch. Rational
Mech. Anal. 88, 229-305 (1971)


[20] Wilcox, C.: Wave operators and asymptotic solutions of wave
propagation problems of classical physics. Arch. Rational Mech.
Anal. 22, 37-78 (1966)


39







