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Abstract

For the general class of quasifree fermionic right mover/left mover systems over the
infinitely extended two-sided discrete line introduced in [8] within the algebraic frame-
work of quantum statistical mechanics, we study the von Neumann entropy of a contigu-
ous subsystem of finite length in interaction with its environment. In particular, under
the assumption of spatial translation invariance, we analyze the asymptotic behavior of
the von Neumann entropy for large subsystem lengths and prove that its leading order
density is, in general, nonvanishing and displays the signature of a mixture of the inde-
pendent thermal species underlying the right mover/left mover system. As special cases,
the formalism covers so-called nonequilibrium steady states, thermal equilibrium states,
and ground states. Moreover, for general Fermi functions, we derive a necessary and
sufficient criterion for the von Neumann entropy density to vanish.

Mathematics Subject Classifications (2010) 46L60, 47B35, 82C10, 82C23.
Keywords Open quantum systems, quasifree fermionic chains, right mover/left mover sys-
tems, nonequilibrium steady states, von Neumann entropy.

1 Introduction

Open quantum systems, i.e., quantum systems which are effectively coupled through in-
teractions of various kinds to a so-called extensive external environment, are ubiquitous in
nature. A rigorous study from first principles is therefore of central importance for a broader
understanding of many of their properties and, in particular, of their thermodynamic prop-
erties in and out of equilibrium. Since open quantum systems have typically a very large
number of degrees of freedom and since the finite accuracy of any feasible experiment does
not allow an empirical distinction between an infinite system and a finite system with suffi-
ciently many degrees of freedom, a powerful strategy consists in approximating the actual
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finite system by an idealized one with infinitely many degrees of freedom. Although it seems
to head in the direction opposite to the simplicity which characterizes the phenomenological
description at the thermodynamic scales of interest, this idealization has, on the contrary,
numerous well-known major analytical and algebraic advantages (see [32] for an extensive
discussion).

One of the most important axiomatic frameworks for the study of such idealized infinite
systems is the so-called algebraic approach to quantum mechanics based on operator al-
gebras. After having been heavily used from as early as the 1960s on, in particular for the
quantum statistical description of quantum systems in thermal equilibrium (see, for exam-
ple, [16, 35, 12]), the benefits of this framework have again started to unfold more recently
in the physically much more general situation of open quantum systems out of equilibrium.
Although the most interesting phenomena which emerge on the macroscopic level are not
restricted to systems in thermal equilibrium but, quite the contrary, often occur out of equi-
librium, our general theoretical understanding of nonequilibrium order and phase transitions
is substantially less developed.

Most of the rather scarce mathematically rigorous results have been obtained for the
so-called nonequilibrium steady states (NESSs) introduced in [33] by means of scattering
theory on the algebra of observables. An important role in the construction of such NESSs
is played by the so-called quasifree fermionic systems, and this is true not only because
of their mathematical accessibility but also when it comes to real physical applications. In-
deed, from a mathematical point of view, these systems allow for a simple and powerful
representation independent description since scattering theory on the fermionic algebra of
observables boils down to scattering theory on the underlying 1-particle Hilbert space over
which the fermionic algebra is constructed. This restriction of the dynamics to the 1-particle
Hilbert space opens the way for a rigorous mathematical analysis of many purely quantum
mechanical properties which are of fundamental physical interest. Moreover, beyond their
importance due to their mathematical accessibility, quasifree fermionic systems effectively
describe nature: aside from the various electronic systems in their independent electron
approximation, they also play an important role in the rigorous approach to physically real-
izable quantum spin chains under (Araki’s extension of) the Jordan Wigner transformation
(see [24, 4] and, for example, [9]).

The first representatives of such quantum spin models, the so-called (Lenz-) Ising and
Heisenberg chains, were respectively introduced in 1920 in [27] (and analyzed in 1925 in
[21]) and in 1928 in [19] in order to describe magnetic properties of crystalline solids. An
important special instance is the so-called XY chain whose Hamiltonian density has the form

p1` γqσ
pxq
1 σ

px`1q
1 ` p1´ γqσ

pxq
2 σ

px`1q
2 ` 2λσ

pxq
3 (1)

where γ P R stands for the anisotropy, λ P R for an external magnetic field, and the super-
scripts of the Pauli matrices for the sites x P Z. Without the magnetic field (i.e., λ “ 0), the
so-called isotropic version of (1) (i.e., γ “ 0) was studied in 1950 in [30] and the more general
anisotropic version (i.e., γ P r´1, 1s) was introduced in 1961 in [28] (where also the name
”XY model” was coined). In 1962 in [25], (1) was supplemented by the external magnetic
field λ (see also [31]). Already in 1969, a first physical realization of the XY chain has been
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identified (see, for example, [13]). The impact of the XY chain on the experimental, numeri-
cal, theoretical, and mathematical research activity in the field of low-dimensional magnetic
systems is ongoing ever since (see, for example, [29]).

In the present paper, we consider 1-dimensional quantum mechanical systems whose
configuration space is the 2-sided infinite discrete line Z and whose algebra of observables is
the so-called canonical anticommutation relations (CAR) algebra over the 1-particle Hilbert
space of all complex-valued square-summable functions over Z. The class of states we
want to study is the class of so-called right mover/left mover states (R/L movers) introduced
in [8] by means of time dependent scattering theory on the 1-particle Hilbert space. For
a given Hamiltonian generating a quasifree dynamics on the 1-particle Hilbert space, an
R/L mover is specified by a 2-point operator whose main part consists of a mixture of two
independent species stemming from the asymptotic right and left side of Z, carrying the
inverse temperatures βL and βR, respectively. The prototypical example of such an R/L-
mover is the general NESS constructed as the large time limit of the averaged trajectory of a
time-evolved initial state which is the decoupled product of three thermal equilibrium states
over the configuration spaces of the so-called sample and the reservoirs to the left and right
of it. This class contains in particular the so-called XY NESS, i.e., the NESS constructed
for the full XY model (1) with nonvanishing anisotropy and nonvanishing external magnetic
field (see [8] and references therein). Moreover, as particular cases, this class also contains
thermal equilibrium states and ground states.

For the two-sided infinitely extended XY chain with density (1), the complete ground state
phase diagram for the parameters pγ, λq P R2 is given in [6]. Notably, the number of pure
ground states is equal to 1 if |λ| ě 1 or if γ “ 0 and |λ| ă 1 but it equals 2 if γ ‰ 0 and
|λ| ă 1 (and if the XY model does not reduce to the Ising model; the latter is characterized
by |γ| “ 1 and λ “ 0 and has an infinite number of pure ground states). For a given total
system in a pure ground state and a given contiguous subsystem of the total system, the
von Neumann entropy of the reduced density matrix of the subsystem frequently serves as
a measure which quantifies the degree of entanglement of the subsystem with its comple-
ment with respect to the total system. In order to capture relevant information about this
quantum correlation on different length scales, one often studies the scaling behavior of the
von Neumann entropy with respect to the length of the subsystem (in the 1-dimensional set-
ting). For the XY chain, for instance, it was shown in [23] that, on a portion of the critical
phase diagram (recall that the critical phase diagram of the XY chain equals the subset of all
pγ, λq P R2 satisfying |λ| “ 1 or γ “ 0 and |λ| ă 1), the von Neumann entropy diverges loga-
rithmically. In contrast, on a portion of the noncritical phase diagram (being the complement
of the critical phase diagram), we know from [22] that the von Neumann entropy saturates
to a constant. These findings are prototypical and representative for the rather clear picture
which has emerged since then for the scaling laws in 1-dimensional systems for which the
von Neumann entropy is expected (under additional assumptions) to saturate to a constant,
i.e., to obey a so-called area law, if the system is noncritical and to diverge logarithmically if
it is critical (see, for example, [1, 15] for extensive reviews).

Since the von Neumann entropy has the potential to detect the criticality of a system in
a pure ground state through its entanglement scaling law, one is naturally led to the study
of its behavior for more general open system at one (or several) nonvanishing temperatures
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and of the impact of the underlying criticality (see, for example, [34]). Although the von
Neumann entropy does not provide a direct interpretation of the entanglement content of
the subsystem in question if the total system is at nonvanishing temperature (since it does
not, in the usual way, tell apart classical and quantum correlations), it still is a fundamental
quantity also for non pure states of the total system for which it measures the mixedness of
the subsystem (i.e., the disorder or lack of information about the subsystem, see [39, 32], for
example). Uhlmann’s theory, for instance, introduces the notion of mixing-enhancement and
a so-called purer state in this theory indeed has a lower von Neumann entropy (this notion
also allows for the construction of a very general equivalence relation, see [39], for example).
In addition, the von Neumann entropy also is a key ingredient for numerous quantities which
play an important role in various applications of quantum information theory (see, for exam-
ple, [1, 15, 18]) and, on a maybe more fundamental level, in the variational characterization,
through the maximal entropy principle, of thermal equilibrium states in quantum spin sys-
tems. In the latter, the von Neumann entropy enters the expression of the free energy when
restricted to a local subsystem. On the other hand, if one considers an open subsystem, the
so-called conditional entropy (or entropy of the open subsystem), defined as the difference
between the von Neumann entropy of the total system and the von Neumann entropy of the
complement of the subsystem, measures the entropy of the subsystem in interaction with
its complement with respect to the total system and characterizes the infinite thermal equi-
librium state (the so-called KMS state) through the principle of maximal conditional entropy
(see [12] for precise statements). For the class of translation invariant states of a quantum
spin system, the (infinite limit) mean von Neumann entropy (also called the von Neumann
entropy density) exists (if the local configuration space goes to infinity in the sense of van
Hove) and has many interesting properties (for 1-dimensional systems, the existence of the
density is a direct consequence of the subadditivity of the von Neumann entropy and of
Fekete’s subadditivity lemma). In particular, the von Neumann entropy density enters the
mean free energy whose maximum again characterizes the infinite thermal equilibrium state
(for certain classes of quantum spin interactions). Moreover, the conditional von Neumann
entropy density also exists and, for thermal equilibrium states, these two densities coincide
(if the interaction energy across the boundary grows slower than the volume of the local con-
figuration space, see [37, 12]). Last but not least, in 1-dimensional systems and for arbitrary
translation invariant states, the von Neumann entropy density can also be interpreted as a
1-sided conditional entropy per finite subsystem length (see [37]).

It is thus fair to say that the von Neumann entropy and its density figure in many differ-
ent physically relevant situations. Motivated by this fact, we want to study the asymptotic
scaling of the von Neumann entropy in our general setting of L/R movers comprising, no-
tably, an important class of infinitely extended open systems out of thermal equilibrium. In
order to clarify the usual strategy of the analysis, we want to bring out the role played by the
1-particle Hilbert space underlying the CAR algebra. Moreover, for the same reason, we dis-
entangle the assumptions used at various places and keep the setting at a mathematically
rather general level (in particular, in view of possible future generalizations to locally per-
turbed systems). By embedding certain important quantities in broader families, we improve
our understanding of the asymptotic scaling for general and not necessarily gauge-invariant
fermionic systems which, in particular, cover NESSs, thermal equilibrium states, and ground
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states within the same formalism. In the main theorem of the present paper, we prove that,
in our general L/R mover systems, the von Neumann entropy density is, in general, nonvan-
ishing and displays the signature of a mixture of two independent thermal species stemming
from the left and the right reservoir at their respective temperatures.

The paper is organized as follows.

Section 2 (Infinite fermionic systems) We introduce the algebraic framework for the sys-
tems to be studied, i.e., the (doubled) 1-particle position Hilbert space, the CAR algebra of
observables, the 2-point operators, and the so-called quasifree states. Moreover, we define
what we call a Fermi system, i.e., a set of localized elements of the 1-particle Hilbert space
whose corresponding generators satisfy the CAR. Moreover, in view of Section 3, we intro-
duce the local observable algebra and construct a local family of matrix units based on the
selfdual generators and prove their properties needed in the sequel.

Section 3 (Reduced density matrix) We introduce the main ingredient which enters the
definition of the von Neumann entropy in Section 4, i.e., the reduced density matrix which
characterizes the restriction of the state under consideration to the local observable algebra.
In order to extract the desired information on the spectrum of the reduced density matrix,
we follow the strategy of [38] albeit in a somewhat different form which stresses the role
played by the underlying 1-particle Hilbert space. In particular, we show that, for any given
Fermi system, there always exists a so-called Bogoliubov transformation on the 1-particle
Hilbert space transforming the initial Fermi system into a Fermi system which possesses
the required factorization properties allowing for a precise description of the spectrum of the
reduced density matrix. Moreover, we introduce the so-called Majorana correlation matrix
and relate the spectrum of its imaginary part to spectrum of the reduced density matrix.

Section 4 (Von Neumann entropy) In order to be able to define our main object of study,
i.e., the von Neumann entropy, we introduce the Shannon entropy function and its associated
(translated and dilated) binary entropy. Moreover, we derive the functional equation satisfied
by the Shannon entropy function on the spectrum of the reduced density matrix and prove,
conversely, that the Shannon entropy function is the unique (measurable) solution of this
functional equation. We then introduce the von Neumann entropy and compute its usual
expression involving the spectrum of the reduced density matrix, i.e., the spectrum of the
imaginary part of the Majorana correlation matrix from Section 3.

Section 5 (Translation invariance) It’s only from this section on that we make use of trans-
lation invariance. By means of the usual unitary Fourier transform, we switch to (doubled)
momentum space. Under the assumption of translation invariance, any 2-point operator be-
comes a matrix multiplication operator and any Fermi system is reduced to the so-called
completely localized standard Fermi system which allows us to resort to general Toeplitz
theory. In particular, we show that the imaginary part of the Majorana correlation matrix
acts as the finite section of a block Toeplitz operator whose block symbol is computed for a
general translation invariant 2-point operator.

Section 6 (R/L mover entropy asymptotics) Making use of [8], we introduce the class of
states of our interest, i.e., the R/L movers. In order to do so, we first specify the (selfdual)
Hamiltonian and the so-called R/L mover generator based on the asymptotic projections for
the underlying right/left geometry. Then, for general Fermi functions, the class of R/L mover
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2-point operators is defined under simple assumptions on the Hamiltonian and for general
so-called initial 2-point operators. Subsequently, we discuss the main examples covered by
the formalism, i.e., the NESSs, the thermal equilibrium states, and the ground states. Under
the assumption of a Hamiltonian of finite range (whose range is bounded by the length
of the sample), we display the multiplication operator form of a general R/L mover 2-point
operator. We then arrive at the desired theorem of our paper in which we prove that, in
general L/R mover systems, the von Neumann entropy density is, in general, nonvanishing
and carries the signature of a mixture of two independent thermal species stemming from the
left and the right reservoir at their respective temperatures. After a discussion of a number
of special cases and examples, we finally derive a necessary and sufficient criterion for the
von Neumann entropy density to vanish.

Appendix A (Toeplitz operators) We introduce most of the function spaces used in the
preceding sections. Moreover, we provide a diagrammatic overview of the definitions of the
block Toeplitz operators and their corresponding finite section method on all the function
spaces needed.

2 Infinite fermionic systems

In this section, we introduce the axiomatic framework used for the study of infinite systems
discussed in the Introduction. Recall that, in this so-called algebraic approach to quan-
tum statistical mechanics, the three fundamental ingredients of a physical system, i.e., the
observables, the time evolution, and the states of the system, have a mathematical repre-
sentation in the form of a C˚-algebra, a 1-parameter group of ˚-automorphisms, and a nor-
malized positive linear functional on the observable algebra, respectively (see, for example,
[16, 32, 35, 12]).

In order to make these notions precise, we first introduce the following notations. Let
N :“ t1, 2, . . .u and N0 :“ N Y t0u. For all n,m P N (fixed in the following) and for any set D,
we denote the set of nˆmmatrices with entries fromD byDnˆm and the entries ofX P Dnˆm

by pXqij for all i P J1, nK and all j P J1,mK. If m “ 1, we write Dn :“ Dnˆ1 and pXqi :“ pXqi1
for all i P J1, nK and all X P Dn. Moreover, rXijsiPJ1,nK,jPJ1,mK P D

nˆm stands for the matrix
with entries Xij P D for all i P J1, nK and all j P J1,mK (i.e., prXijsiPJ1,nK,jPJ1,mKqkl “ Xkl for all
k P J1, nK and all l P J1,mK), where, for all x, y P Z, we set

Jx, yK :“

$

’

&

’

%

tx, x` 1, . . . , yu, x ă y,

txu, x “ y,

H, x ą y.

(2)

Moreover, for all X :“ rXijsiPJ1,nK,jPJ1,mK P D
nˆm, we denote the transpose of X by XT :“

rXjisiPJ1,mK,jPJ1,nK P Dmˆn. If D “ C, we set X̄ :“ rX̄ijsiPJ1,nK,jPJ1,mK P Cnˆm, define the
conjugate transpose (adjoint) by X˚ :“ X̄T

P Cmˆn, and write RepXq :“ pX ` X̄q{2 and
ImpXq :“ pX ´ X̄q{p2iq, where z̄ for all z P C stands for the usual complex conjugation on C.
For any D Ď R and any χ P CD, the function χ̄ P CD is defined by χ̄pxq :“ χpxq for all x P D,
where, for any two sets A,B, we denote by BA the set of all functions from A to B.
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Furthermore, if H is any complex Hilbert space (with scalar product p¨, ¨qH and induced
norm }¨}H), we denote the (external) direct sum ofH with itself byH‘2 and we write f1‘f2 :“
rf1, f2s P H‘2. The usual scalar product on H‘2 is given by pF,GqH‘2 :“

ř

iPJ1,2KppF qi, pGqiqH,
where, for all F :“ f1 ‘ f2 P H‘2, we set pF qi :“ fi for all i P J1, 2K. Moreover, LpHq stands
for the C˚-algebra of all bounded operators onH with respect to (the usual addition, complex
scalar multiplication, multiplication, involution, and) the operator norm defined by }a}LpHq :“

supfPH, }f}H“1 }af}H for all a P LpHq. For all a P LpHq and all X :“ rXijsi,jPJ1,2K P C2ˆ2, we
define paXqij :“ Xija P LpHq for all i, j P J1, 2K and aX :“ rpaXqijsi,jPJ1,2K P LpH‘2

q, where
the bracket notation refers to the factors of the direct sumH‘2. Any A P LpH‘2

q has a unique
so-called Pauli expansion

A “ a0σ0 ` aσ, (3)

where a0 P LpHq, σ0 P C2ˆ2, and aσ :“
ř

iPJ1,3K aiσi P LpH
‘2
q with a :“ raisiPJ1,3K P LpHq3 and

σ :“ rσisiPJ1,3K P pC2ˆ2
q
3, and where tσαuαPJ0,3K Ď C2ˆ2 is the Pauli basis of C2ˆ2,

σ0 :“

„

1 0
0 1



, σ1 :“

„

0 1
1 0



, σ2 :“

„

0 ´i
i 0



, σ3 :“

„

1 0
0 ´1



. (4)

If a0, b0 P LpHq and a, b P LpHq3 and if A :“ a0σ0 ` aσ P Lph‘2
q and B :“ b0σ0 ` bσ P Lph‘2

q,
then, using that pcXqpdY q “ pcdqpXY q for all c, d P LpHq and all X, Y P C2ˆ2, we have

AB “ pa0b0 ` abqσ0 ` pa0b` ab0 ` ia^ bqσ, (5)

where we set ab :“
ř

iPJ1,3K aibi P LpHq, a0b :“ ra0bisiPJ1,3K P LpHq3, ab0 :“ raib0siPJ1,3K P LpHq3,
and a ^ b P LpHq3 is given by pa ^ bqi :“

ř

j,kPJ1,3K εijk ajbk for all i P J1, 3K, and εijk with
i, j, k P J1, 3K is the usual Levi-Civita symbol. Of course, all the foregoing considerations
can be analogously applied to the case of bounded antilinear operators which we denote by
L̄pHq.

Furthermore, writing card for cardinality, the set of all finite subsets of Z is denoted by

FinpZq :“ tΛ Ď Z | cardpΛq P Nu, (6)

and we equip it with a direction (i.e., with an upward directed partial ordering) defined by
set inclusion. Note that, if f P CZ, the net limit limΛPFinpZq

ř

xPΛ |fpxq|
2 exists if and only if

the limit limnÑ8

ř

xPJ´n,nK |fpxq|
2 exists and, if so, both limits are equal and are denoted by

ř

xPZ |fpxq|
2 (and

ř

xPZ |fpxq|
2
ă 8 means that those limits exist). We now write the usual

separable complex Hilbert space of square-summable complex-valued functions on Z as

`2
pZq :“ tf P CZ

|
ÿ

xPZ
|fpxq|2 ă 8u. (7)

The scalar product on (7) is defined by pf, gq
`
2
pZq :“

ř

xPZ f̄pxqgpxq for all f, g P `2
pZq,

where we set
ř

xPZ f̄pxqgpxq :“ limΛPFinpZq
ř

xPΛ f̄pxqgpxq (which exists), and we again have
pf, gq

`
2
pZq “ limnÑ8

ř

xPJ´n,nK f̄pxqgpxq (the corresponding norm is denoted by } ¨ }
`
2
pZq and
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analogously for any other norm; since many different spaces occur, we stick to the heavier
notation with subscripts, see, in particular, Appendix A).

Finally, for any elements A and B in the various algebras occurring in the sequel, the
commutator and the anticommutator of A and B are denoted as usual by rA,Bs :“ AB´BA
and tA,Bu :“ AB ` BA, respectively. For all r, s P R, the Kronecker symbol is defined by
δrs :“ 1 if r “ s and δrs :“ 0 if r ‰ s and, for all M Ď R, we denote by 1M : R Ñ t0, 1u the
characteristic function of M (and we write 1λ :“ 1tλu if λ P R).

Definition 1 (Observables) (a) The configuration space of the physical system is the two-
sided infinite discrete line Z and the 1-particle Hilbert space is given by

h :“ `2
pZq. (8)

(b) The algebra of observables is the unital C˚-algebra A given by the CAR algebra over h,

A :“ CARphq. (9)

It is generated by the set of elements tcx |x P Zu satisfying the CAR, i.e., for all x, y P Z,

tcx, cyu “ 0, (10)
tcx, c

˚
yu “ δxy1. (11)

(c) The map c P Ah is defined, for all f P h, by

cpfq :“ lim
nÑ8

ÿ

xPJ´n,nK

f̄pxqcx, (12)

and the map B P Ah
‘2

, for all F :“ f1 ‘ f2 P h
‘2, by

BpF q :“ c˚pf1q ` cpf̄2q. (13)

Moreover, let ζ P L̄phq be given by ζf :“ f̄ for all f P h and define J P L̄ph‘2
q by

J :“ ζσ1. (14)

Remark 2 In order to establish a bridge between the spin picture and the fermionic pic-
ture (9), the generalization from [4] of the Jordan-Wigner transformation for 1-dimensional
systems whose configuration space extends infinitely in both directions makes use of the
so-called crossed product of the algebra of the Pauli spins over Z (a Glimm or UHF [i.e.,
uniformly hyperfinite] algebra as is A) by the involutive automorphism describing the rotation
around the 3-axis by an angle of π of the observables on the nonpositive sites (and, thereby,
makes it mathematically rigorous for the Jordan-Wigner transformation to be anchored at
minus infinity, see [9] for a detailed and rigorous construction). Using this bridge, (1) can be
expressed in the fermionic picture and becomes (up to a global prefactor)

a˚xax`1 ` a
˚
x`1ax ` γpa

˚
xa
˚
x`1 ` ax`1axq. (15)
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In order to treat the anisotropic case γ ‰ 0, i.e., the case in which there is an asymmetry
between the first and the second term in (1), the so-called selfdual setting (developed in
[2, 3, 5]) is most natural since gauge invariance is broken in (15). Hence, due to the presence
of the γ-term, the Hamiltonian density acquires non-diagonal entries with respect to h‘2 (see
Example 53 in Section 6). In many respects, the truly anisotropic XY model is substantially
more complicated than the isotropic one.

Remark 3 Let C P A satisfy C2
“ 0 and tC,C˚u “ 1. Then, we have pC˚Cq2 “ C˚p1 ´

C˚CqC “ C˚C and, using (three times) the so-called C˚-property (i.e., the property that
}A˚A} “ }A}2 for any A in any C˚-algebra), we get }C}4 “ }C˚C}2 “ }pC˚Cq2} “ }C˚C} “
}C}2 (where } ¨ } stands for the C˚-norm of A), i.e., }C} “ 1. As for (12), we first set Sn :“
ř

xPJ´n,nK f̄pxqcx P A for all f P h (with f ‰ 0) and all n P N. Then, defining the element
Cn,m P A for all n,m P N with n ą m (sufficiently large) by

Cn,m :“
Sn ´ Sm

}1txPZ |m`1ď|x|ďnuf}h
, (16)

we compute that C2
n,m “ 0 and tCn,m, C

˚
n,mu “ 0 (due to (10)-(11)). Hence, we can write

}Sn ´ Sm} “ }1txPZ |m`1ď|x|ďnuf}h for all n,m P N with n ą m and the limit in (12) indeed
exists. Moreover, for all f, g P h, (10)-(11) also imply

tcpfq, cpgqu “ 0, (17)
tcpfq, c˚pgqu “ pf, gqh1, (18)

and, using (13) and (17)-(18), we get, for all F,G P h‘2,

B˚pF q “ BpJF q, (19)
tB˚pF q, BpGqu “ pF,Gq

h
‘21. (20)

Equation (20) is sometimes called the selfdual CAR.

The class of so-called 2-point operators is central for the following.

Definition 4 (2-point operator) An operator R P Lph‘2
q having the properties

R˚ “ R, (21)
JRJ “ 1´R, (22)
0 ď R ď 1, (23)

is called a 2-point operator.

Remark 5 Since, by definition, a state ω is a normalized positive linear functional on A,
we have |ωpB˚pF qBpGqq| ď }F }

h
‘2}G}

h
‘2 for all F,G P h‘2 because }BpF q} ď }F }

h
‘2 for all

F P h‘2 (we know from [5] that 2}BpF q}2 “ }F }2
h
‘2`p}F }4

h
‘2´|pF, JF qh‘2 |

2
q
1{2 for all F P h‘2),

i.e., the map h‘2
ˆh‘2

Q rF,Gs ÞÑ ωpB˚pF qBpGqq P C is a bounded sesquilinear form. Hence,
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n “ 1: s s��
π “ p12q

n “ 2: s s s s����
π “ p1234q

´ s s s s����
π “ p1324q

` s s s s# ��
π “ p1423q

n “ 3: s s s s s s������
π “ p123456q

´ s s s s s s������
π “ p123546q

` s s s s s s��# ��
π “ p123645q

´ s s s s s s������
π “ p132456q

` s s s s s s��# ��
π “ p132546q

´ s s s s s s��#  ��
π “ p132645q

` s s s s s s# �� ��
π “ p142356q

´ s s s s s s# # # 
π “ p142536q

` s s s s s s# #  ��
π “ p142635q

´ s s s s s s#  ����
π “ p152346q

` s s s s s s#  ��# 
π “ p152436q

´ s s s s s s#  � ���
π “ p152634q

` s s s s s s#  ����
π “ p162345q

´ s s s s s s#  ����
π “ p162435q

` s s s s s s#  � ���
π “ p162534q

Figure 1: All the pairings for n “ 1, n “ 2, and n “ 3. The total number of intersections I in
each graph relates to the sign of the permutation π as sgnpπq “ p´1qI .

the Riesz representation theorem guarantees the existence of a uniqueR P Lph‘2
q such that,

for all F,G P h‘2,

ωpB˚pF qBpGqq “ pF,RGq
h
‘2 . (24)

Moreover, due to the positivity of ω, we getR ě 0 and, hence, R˚ “ R. Since ω is normalized,
(19)-(20) yield JRJ “ 1 ´ R. Finally, since R ě 0, we have JRJ ě 0, i.e., 1 ´ R ě 0, and
it follows that the operator R which characterizes the 2-point function in (24) is a 2-point
operator.

In the following, EA stands for the convex set of all states on the observable algebra
A. We next introduce the class of so-called quasifree states on A, i.e., the elements of EA
whose many-point correlation functions factorize in Pfaffian form. Recall that, for all n P N,
the Pfaffian pf : C2nˆ2n

Ñ C is defined, for all X :“ rXijsi,jPJ1,2nK P C2nˆ2n, by

pfpXq :“
ÿ

πPP2n

sgnpπq
ź

iPJ1,nK

Xπp2i´1qπp2iq, (25)

where the sum is running over all the p2n´ 1q!! “ p2nq!{p2nn!q pairings of the set J1, 2nK (see
Figure 1), i.e., P2n :“ tπ P S2n | πp2i´ 1q ă πp2i` 1q for all i P J1, n´ 1K and πp2i´ 1q ă πp2iq
for all i P J1, nKu and S2n stands for the group of all permutations of the set J1, 2nK and sgnpπq
for the sign of the permutation π P S2n.
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Definition 6 (Quasifree state) For any 2-point operator R P Lph‘2
q, the state ω P EA with

2-point operator R, defined, for all n P N and all tFiuiPJ1,nK Ď h‘2, by

ω
´

ź

iPJ1,nK
BpFiq

¯

:“

#

pfprpJFi, RFjqsi,jPJ1,nKq, n even,
0, n odd,

(26)

is called a quasifree state on A (induced by the 2-point operator R). The subset of EA of all
quasifree states on A is denoted by QA.

In the following, the elements of the so-called (orthonormal) Kronecker basis tδxuxPZ of h
are given by δxpyq :“ δxy for all x, y P Z. Moreover, for all f P h, the support of f is defined by
supppfq :“ tx P Z | fpxq ‰ 0u.

We now define what we call a Fermi system.

Definition 7 (Fermi system) Let Λ P FinpZq with ν :“ cardpΛq. A family tQiuiPJ1,νK Ď h‘2 is
called a Fermi system over Λ if it satisfies the following properties:

(a) pQi, Qjqh‘2 “ δij for all i, j P J1, νK

(b) pQi, JQjqh‘2 “ 0 for all i, j P J1, νK

(c) suppppQiqαq Ď Λ for all i P J1, νK and all α P J1, 2K

Example 8 If tQiuiPJ1,νK Ď h‘2 is a Fermi system over Λ, then, for all i P J1, νK, all α P J1, 2K,
and all x P Λ, there exist λiα,x P C such that pQiqα “

ř

xPΛ λiα,xδx. Hence, Definition 7 (a) and
(b) respectively become, for all i, j P J1, nK,

ÿ

αPJ1,2K

ÿ

xPΛ

λ̄iα,xλjα,x “ δij, (27)

ÿ

αPJ1,2K

ÿ

xPΛ

λiα,xλj3´α,x “ 0. (28)

In particular, if Λ “ tx1, . . . , xνu P FinpZq for some ν P N is such that x1 ă . . . ă xν if ν ě 2,
the family tQiuiPJ1,νK Ď h‘2, defined, for all i P J1, νK, by

Qi :“ δxi ‘ 0, (29)

is a Fermi system over Λ which we call the standard Fermi system.

Remark 9 The conditions from Definition 7 (a)-(b) are equivalent to the fact that, for all α, β P
J1, 2K and all i, j P J1, νK,

pJαQi, J
βQjqh‘2 “ δαβδij. (30)

Moreover, using Definition 7 (a)-(b) and (19)-(20), we get (10)-(11), i.e., for all i, j P J1, νK,

tBpQiq, BpQjqu “ 0, (31)
tB˚pQiq, BpQjqu “ δij1, (32)
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and we note (using Jα`1
“ J3´α and δ3´αβ “ 1 ´ δαβ for all α, β P J1, 2K) that (31)-(32) are

equivalent to the fact that, for all i, j P J1, νK and all α, β P J1, 2K,

tBpJαQiq, BpJ
βQjqu “ p1´ δαβqδij1. (33)

In the following, if Λ P FinpZq, a polynomial in A generated by the set tax |x P Λu is an
arbitrary finite linear combination of arbitrary finite products of elements in that set (see [9]).

We next specify the local observable algebras as follows.

Proposition 10 (Local observable algebras) Let Λ P FinpZq and set BΛ :“ tax |x P Λu.
Then, the local observable algebra, defined by

AΛ :“
č

B: C˚-subalgebra of A
BΛĎB

B, (34)

is a unital C˚-subalgebras of A which equals the set of all polynomials in A generated by BΛ.
Moreover, the net pAΛqΛPFinpZq is increasing and the closure of the union of all its elements
equals A.

Proof. See [9]. l

In the following, for any C˚-algebra B and any n P N, we call teabua,bPJ1,2Kn Ď B an n-
dimensional family of 2ˆ 2 matrix units in B (see [17] for example) if, for all a, b, c, d P J1, 2Kn,

eabecd “ δbcead, (35)
e˚ab “ eba, (36)

ÿ

aPJ1,2Kn
eaa “ 1, (37)

where for all m P N and all r :“ rrisiPJ1,mK, s :“ rsisiPJ1,mK P Rm, we set δrs :“
ś

iPJ1,mK δrisi.

Lemma 11 (Matrix units) Let Λ P FinpZq with ν :“ cardpΛq and let tQiuiPJ1,νK Ď h‘2 be a
Fermi system over Λ. For all i P J1, νK and all α, β P J1, 2K, we define epiqαβ P AΛ by

e
piq
αβ :“

$

’

’

’

&

’

’

’

%

B˚pQiqBpQiq, pα, βq “ p1, 1q,

SiB
˚
pQiq, pα, βq “ p1, 2q,

SiBpQiq, pα, βq “ p2, 1q,

BpQiqB
˚
pQiq, pα, βq “ p2, 2q,

(38)

where, for all i P J1, νK, the nonlocal multiplicator element Si P AΛ is given, if ν ě 2, by

Si :“

#

1, i “ 1,
ś

jPJ1,i´1Kp2B
˚
pQjqBpQjq ´ 1q, i P J2, νK,

(39)
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and by S1 :“ 1 if ν “ 1. Moreover, for all n P J1, νK and all a :“ rαisiPJ1,nK, b :“ rβisiPJ1,nK P

J1, 2Kn, we define eab P AΛ by

eab :“
ź

iPJ1,nK

e
piq
αiβi

. (40)

Then:

(a) For all i P J1, νK, the family tepiqαβuα,βPJ1,2K is a 1-dimensional family of 2ˆ 2 matrix units in
AΛ, i.e., for all i P J1, νK and all α, β, γ, δ P J1, 2K,

e
piq
αβe

piq
γδ “ δβγe

piq
αδ, (41)

`

e
piq
αβ

˘˚
“ e

piq
βα, (42)

ÿ

αPJ1,2K

epiqαα “ 1. (43)

Moreover, for all i, j P J1, νK with i ‰ j and all α, β, γ, δ P J1, 2K,

e
piq
αβe

pjq
γδ “ e

pjq
γδ e

piq
αβ. (44)

(b) For all n P J1, νK, the family teabua,bPJ1,2Kn is a n-dimensional family of 2 ˆ 2 matrix units
in AΛ, i.e., for all a, b, c, d P J1, 2Kn,

eabecd “ δbcead, (45)
e˚ab “ eba, (46)

ÿ

aPJ1,2Kn
eaa “ 1. (47)

(c) teabua,bPJ1,2Kν is a basis of AΛ.

Proof. (a) In order to verify that, for all i P J1, νK, the family tepiqαβuα,βPJ1,2K satisfies (41)-(43),
we first show that, for all i, j P J1, νK and all α P J1, 2K,

BpJαQiqSj “ signpi´ jqSjBpJ
αQiq, (48)

rSi, Sjs “ 0, (49)
S˚i “ Si, (50)

S2
i “ 1, (51)

where, for all x P Z, we define signpxq :“ 1 if x ě 0 and signpxq :“ ´1 if x ă 0. To
this end, note that the CAR (33) yield the identities BpJαQiqp2BpJ

βQjqBpJ
3´βQjq ´ 1q “

2pδij´1qBpJβQjqBpJ
αQiqBpJ

3´βQjq`p2p1´δαβqδij´1qBpJαQiq and p2BpJβQjqBpJ
3´βQjq´
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1qBpJαQiq “ 2pδij ´ 1qBpJβQjqBpJ
αQiqBpJ

3´βQjq ` p2δαβδij ´ 1qBpJαQiq for all i, j P J1, νK
and all α, β P J1, 2K which imply, for all α, β P J1, 2K and all i, j P J1, νK with i ‰ j,

rBpJαQiq, 2BpJ
βQjqBpJ

3´βQjq ´ 1s “ 0, (52)

and, for all α, β P J1, 2K and all i, j P J1, νK with i “ j,

tBpJαQiq, 2BpJ
βQiqBpJ

3´βQiq ´ 1u “ 0. (53)

Hence, as for (48), for all α, β P J1, 2K and all i, j P J1, νK with i ě j, (39) and (52) yield
BpJαQiqSj “ SjBpJ

αQiq “ signpi ´ jqSjBpJ
αQiq. Moreover, for all α, β P J1, 2K and all

i, j P J1, νK with i ď j ´ 1 (if ν ě 2), (39), (52), and (53) lead to

BpJαQiqSj “
´

ź

kPJ1,i´1K
χk

¯

BpJαQiqχi

´

ź

kPJi`1,j´1K
χk

¯

“

´

ź

kPJ1,i´1K
χk

¯´

tBpJαQiq, χiu ´ χiBpJ
αQiq

¯´

ź

kPJi`1,j´1K
χk

¯

“ ´SjBpJ
αQiq

“ signpi´ jqSjBpJ
αQiq, (54)

where we set χi :“ 2B˚pQiqBpQiq ´ 1 for all i P J1, νK (and we used the convention that a
product is equal to 1 if the index set is empty, see (2)). Furthermore, since r2B˚pQiqBpQiq ´

1, 2B˚pQjqBpQjq ´ 1s “ 0 for all i, j P J1, νK due to (52), we get (49), (50), and S2
i “

ś

jPJ1,i´1Kp2B
˚
pQjqBpQjq ´ 1q2 for all i P J2, νK. Since, due to (33), we have p2B˚pQiqBpQiq ´

1q2 “ 1 for all i P J1, νK , we also arrive at (51).
Now, using (48), (51), and (33), a direct computation leads to (41). As for (42), we

again use (48) and also (50). Moreover, (33) yields (43). As for (44), we again use (48),
(49), (33) and the fact that, for all i, j P J1, νK with i ‰ j, we have psignpi ´ jqq2 “ 1 and
signpi´ jqsignpj ´ iq “ ´1.

(b) Let n P J1, νK. Using (44) and (41), we get (45) because eabecd “
ś

iPJ1,nK e
piq
αiβi

e
piq
γiδi

“

p
ś

iPJ1,nK δβiγiqp
ś

iPJ1,nK e
piq
αiδi
q “ δbcead for all a :“ rαisiPJ1,nK, b :“ rβisiPJ1,nK, c :“ rγisiPJ1,nK, d :“

rδisiPJ1,nK P J1, 2Kn. Moreover, (44) and (42) lead to (46). As for (47), (43) yields
ř

aPJ1,2Kn eaa “
ś

iPJ1,nK

´

ř

αiPJ1,2K e
piq
αiαi

¯

“ 1.
(c) The family teabua,bPJ1,2Kn spans AΛ because AΛ equals the set of all polynomials in

A generated by BΛ (see Proposition 10) and a direct computation yields that it is linearly
independent (see [9] for more details). l

3 Reduced density matrix

In this section, we determine the spectrum of the so-called reduced density matrix which
characterizes the local state associated with any quasifree state ω P QA, i.e., by definition,
the restriction of ω to the local observable algebra AΛ over the finite configuration space
Λ P FinpZq. In order to do so, we make use of the strategy of [38].
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In the following, for any ˚-algebras A and B, we denote by ˚HompA,Bq, ˚IsopA,Bq, and
˚AutpAq the set of all ˚-homomorphisms between A and B, the set of all ˚-isomorphisms
between A and B, and set of all ˚-automorphisms on A, respectively. Moreover, we recall
from [9] that, for all Λ P FinpZq with ν :“ cardpΛq, there exists

πΛ P
˚IsopAΛ,C2

ν
ˆ2

ν

q (55)

which satisfies, for all a :“ rαisiPJ1,νK, b :“ rβisiPJ1,νK P J1, 2Kν ,

πΛpeabq “ Eα1β1
m . . .m Eανβν . (56)

Here, tEαβuα,βPJ1,2K is the 1-dimensional family of 2 ˆ 2 matrix units in the C˚-algebra C2ˆ2

defined by pEαβqij :“ δαiδβj for all α, β, i, j P J1, 2K (i.e., the standard basis of C2ˆ2), where
we recall that, for all n P N, the set Cnˆn equipped with the usual matrix addition, scalar mul-
tiplication, matrix multiplication, the involution which associates to any matrix its conjugate
transpose, and with the norm } ¨ }LpCnq (with respect to the usual complex Euclidean scalar
product p¨, ¨qCn on Cn, see Appendix A) is a unital C˚-algebra with identity 1n :“ diagr1siPJ1,nK

and diagrλisiPJ1,nK P Cnˆn stands for the diagonal matrix with diagonal entries tλiuiPJ1,nK Ď C.
Moreover, for all n,m P N, all X “ rXijsi,jPJ1,nK P Cnˆn, and all Y “ rYklsk,lPJ1,mK P Cmˆm, the
Kronecker product X m Y P Cnmˆnm is defined by pX m Y qk`pi´1qm,l`pj´1qm :“ XijYkl for all
i, j P J1, nK and all k, l P J1,mK.

Furthermore, for all n P N and all X P Cnˆn, we write X ě 0 if trpXY ˚Y q ě 0 for all
Y P Cnˆn (which is equivalent to pv,XvqCn ě 0 for all v P Cn) and trpXq :“

ř

iPJ1,nKXii stands
for the usual trace of X “ rXijsi,jPJ1,nK P Cnˆn. The Frobenius scalar product on Cnˆn is
denoted by pX, Y qF :“ trpX˚Y q for all X, Y P Cnˆn and the corresponding norm by } ¨ }F .

Finally, for any sets A,B, any function f : dompfq Ď AÑ B with domain dompfq, and any
subset X Ď dompfq, the function ιX : X ãÑ dompfq in the composition f ˝ ιX is the natural
injection (inclusion) given by ιXpaq :“ a for all a P X (the arrow with a hook always stands for
the corresponding canonical inclusion maps).

Proposition 12 (Reduced density matrix) Let ω P EA, let Λ P FinpZq with ν :“ cardpΛq,
and set ωΛ :“ ω ˝ ιAΛ

. Then, ωΛ P EAΛ
and:

(a) There exists a unique RΛ P C2
ν
ˆ2

ν

such that, for all A P AΛ,

ωΛpAq “ trpRΛπΛpAqq. (57)

The matrix RΛ is called the reduced density matrix (of ω over Λ).

(b) The reduced density matrix satisfies RΛ ě 0 and trpRΛq “ 1. It has the expansion

RΛ “
ÿ

a,bPJ1,2Kν
ωΛpebaq πΛpeabq. (58)

Proof. Note that ωΛ retains the linearity and positivity properties of ω, of course. Moreover,
due to (11), we also have 1 P AΛ and, hence, ωΛp1q “ 1, i.e., ωΛ P EAΛ

.
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(a) Let us equip C2
ν
ˆ2

ν

with the Frobenius scalar product and recall that the correspond-
ing Frobenius norm is submultiplicative and that the involution (see above) is isometric with
respect to the Frobenius norm, i.e., that C2

ν
ˆ2

ν

is a Banach ˚-algebra (but not a C˚-algebra)
with respect to the Frobenius norm. Hence, since we know that, if A is a Banach ˚-algebra
and B a C˚-algebra, any π P

˚HompA,Bq satisfies }πpAq} ď }A} for all A P A, setting
η :“ ωΛ ˝ π

´1
Λ and using π´1

Λ P
˚IsopC2

ν
ˆ2

ν

,AΛq, we get, for all X P C2
ν
ˆ2

ν

,

|ηpXq| ď }π´1
Λ pXq}

ď }X}F , (59)

i.e., η is a continuous linear functional on the Hilbert space C2
ν
ˆ2

ν

(with respect to the Frobe-
nius scalar product). Hence, the Riesz representation theorem guarantees the existence of
a unique SΛ P C2

ν
ˆ2

ν

such that ηpXq “ pSΛ, XqF for all X P C2
ν
ˆ2

ν

. Setting RΛ :“ S˚Λ, we get
ωΛpAq “ ωΛpπ

´1
Λ pπΛpAqqq “ ηpπΛpAqq “ pR

˚
Λ, πΛpAqqF “ trpRΛπΛpAqq for all A P AΛ.

(b) Since trpRΛX
˚Xq “ ωΛpπ

´1
Λ pX

˚Xqq “ ωΛppπ
´1
Λ pXqq

˚π´1
Λ pXqq ě 0 for all X P C2

ν
ˆ2

ν

,
we get RΛ ě 0. Moreover, due to (56), we also have trpRΛq “ ωΛpπ

´1
Λ p12

ν qq “ ωΛp1q “
1. Finally, since we know from Lemma 11 (c) that teabua,bPJ1,2Kν is a basis of AΛ, the set
tπΛpeabqua,bPJ1,2Kν is a basis of C2

ν
ˆ2

ν

(see (56)). Hence, there exist coefficients λab P C
for all a, b P J1, 2Kν such that RΛ “

ř

a,bPJ1,2Kν λabπΛpeabq. In order to compute these coef-
ficients, let n P J1, νK be fixed and note that, due to (45), we have eab “ eabebaeab for all
a, b P J1, 2Kn. Hence, using (55), the cyclicity of the trace, and (45), we get trpπΛpeabqq “
trpπΛpeabebaqπΛpeabqq “ trpπΛppeabq

2ebaqq “ δabtrpπΛpeaaqq for all a, b P J1, 2Kn. Moreover, for
fixed a P J1, 2Kn, using (47), (45), and again the cyclicity of the trace, we have

trpπΛpeaaqq “ tr
´

πΛ

´

1´
ÿ

bPJ1,2Kn, b‰a
ebb

¯¯

“ 2ν ´
ÿ

bPJ1,2Kn

b‰a

trpπΛpeabebaqq

“ 2ν ´ p2n ´ 1qtrpπΛpeaaqq, (60)

which implies trpπΛpeabqq “ 2ν´nδab for all a, b P J1, 2Kn. Therefore, using (45) and (46), we
get pπΛpeabq, πΛpecdqqF “ δactrpπΛpebdqq “ 2ν´nδacδbd for all n P J1, νK and all a, b, c, d P J1, 2Kn

which, for n “ ν and all a, b P J1, 2Kν , yields the expansion coefficients

ωΛpe
˚
abq “ trpRΛπΛpe

˚
abqq

“
ÿ

c,dPJ1,2Kν
λcd pπΛpeabq, πΛpecdqqF

“ λab. (61)

l

The main assumption which is used in the sequel is the following.
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Assumption 13 (Diagonal correlations) Let ω P EA and Λ P FinpZq with ν :“ cardpΛq.
Moreover, let tQiuiPJ1,νK Ď h‘2 be a Fermi system over Λ.

(a) ωΛpBpQiqBpQjqq “ 0 for all i, j P J1, νK

(b) ωΛpB
˚
pQiqBpQjqq “ δij ωΛpB

˚
pQiqBpQiqq for all i, j P J1, νK

Remark 14 Assumption 13 (a),(b) are equivalent to the fact that, for all i, j P J1, νK and all
α, β P J1, 2K,

ωΛpBpJ
αQiqBpJ

βQjqq “ p1´ δαβqδij ωΛpBpJ
αQiqBpJ

βQiqq. (62)

If R P Lph‘2
q is the 2-point operator of ω, (62) can be written as pJα`1Qi, RJ

βQjqh‘2 “

p1´ δαβqδijpJ
α`1Qi, RJ

βQjqh‘2 for all i, j P J1, νK and all α, β P J1, 2K, where we used (19) and
(24). In particular, Assumption 13 (a),(b) read, for all i, j P J1, νK,

pQi, RJQjqh‘2 “ 0, (63)

pQi, RQjqh‘2 “ δijpQi, RQiqh‘2 . (64)

For the following, recall the notations from Lemma 11.

Lemma 15 (Factorization) Let ω P QA, let Λ P FinpZq with ν :“ cardpΛq, and let tQiuiPJ1,νK Ď

h‘2 be a Fermi system over Λ. Then, if Assumption 13 (a),(b) hold, we have, for all n P J1, νK
and all a :“ rαisiPJ1,nK, b P J1, 2Kn,

ωΛpeabq “ δab
ź

iPJ1,nK

ωΛ

`

epiqαiαi
˘

. (65)

Proof. First, for all n P J1, νK and all a :“ rαisiPJ1,nK, b :“ rβisiPJ1,nK P J1, 2Kn, we set

Nab :“ cardpti P J1, nK |αi ‰ βiuq. (66)

In the following, let n P J1, νK and a :“ rαisiPJ1,nK, b :“ rβisiPJ1,nK P J1, 2Kn be fixed. We then
have the following cases.

Case Nab “ 2k ´ 1 for some k P N. Since, for all α P J1, 2K and all i P J1, nK,

e
piq
α3´α “

#

BpJαQiq, i “ 1,
`
ś

jPJ1,i´1KBpQj ` JQjqBpQj ´ JQjq
˘

BpJαQiq, i P J2, nK,
(67)

there exist m P N and tFiuiPJ1,2m´1K Ď h‘2 such that eab “
ś

jPJ1,2m´1KBpFjq. Hence, (26)
implies that the left hand side of (65) vanishes as does its right hand side since Nab ‰ 0.

Case Nab “ 0. Note that (62) yields, for all α, β P J1, 2K and all i, j P J1, nK with i ‰ j,

ωΛpBpJ
αQiqBpJ

βQjqq “ 0. (68)
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For the special case at hand, we have a “ b and, defining the functions tGiuiPJ1,2nK Ď h‘2 by
G2i´1 :“ JαiQi and G2i :“ J3´αiQi for all i P J1, nK, (26) yields

ωΛpeaaq “ pf
`

rωpBpGiqBpGjqqsi,jPJ1,2nK
˘

“
ÿ

πPP2n

sgnpπq
ź

iPJ1,nK

ωΛpBpGπp2i´1qqBpGπp2iqqq

“
ź

iPJ1,nK

ωΛpBpG2i´1qBpG2iqq (69)

“
ź

iPJ1,nK

ωΛpe
piq
αiαi
q, (70)

where, in (69), we used (68) which implies that only the identity permutation contributes to
the sum over P2n (see Figure 1).

Case Nab “ 2k for some k P N. For all i P J1, nK and all α, β P J1, 2K, let f piqαβ P AΛ be
defined by

f
piq
αβ :“

$

’

’

’

&

’

’

’

%

B˚pQiqBpQiq, pα, βq “ p1, 1q,

B˚pQiq, pα, βq “ p1, 2q,

BpQiq, pα, βq “ p2, 1q,

BpQiqB
˚
pQiq, pα, βq “ p2, 2q,

(71)

and note that, due to (38) and (51), we have e
piq
αβ “ Sα`βi f

piq
αβ for all i P J1, nK and all α, β P

J1, 2K. Hence, if n ě 2, we can write

eab “
ź

iPJ1,nK

Sαi`βii f
piq
αiβi

“

´

ź

iPJ1,n´1K
f
piq
αiβi

´

ź

jPJ1,iK
p2BpJQjqBpQjq ´ 1qαi`1`βi`1

¯¯

f
pnq
αnβn

(72)

“

´

ź

iPJ1,n´1K
f
piq
αiβi
p2BpJQiqBpQiq ´ 1q

ř

jPJi`1,nKpαj`βjq
¯

f
pnq
αnβn

, (73)

where we used (52) in (72) and (73). Moreover, using Definition 7, a direct check yields,
as in Lemma 11 (a), that, for any fixed i P J1, nK, the family tf piqαβuα,βPJ1,2K is a family of 2 ˆ
2 matrix units in AΛ (however, in contrast to Lemma 11 (a), families at different sites are
noncommuting, i.e., we have f piqαβf

pjq
γδ “ p´1qpα`βqpγ`δqf

pjq
γδ f

piq
αβ for all i, j P J1, nK with i ‰ j and

all α, β, γ, δ P J1, 2K). Hence, setting γi :“
ř

jPJi`1,nKpαj ` βjq for all i P J1, n´ 1K, the factors
on the right hand side of (73) read, for all i P J1, n´ 1K,

f
piq
αiβi
p2BpJQiqBpQiq ´ 1qγi “ f

piq
αiβi
pf
piq
11 ´ f

piq
22 q

γi

“ f
piq
αiβi

´1` p´1qγi

2
1`

1´ p´1qγi

2
pf
piq
11 ´ f

piq
22 q

¯

“

´1` p´1qγi

2
`

1´ p´1qγi

2
pδβi1 ´ δβi2q

¯

f
piq
αiβi

“ pδβi1 ` δβi2p´1qγiqf
piq
αiβi

. (74)
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Plugging (74) into the right hand side of (73) and setting λ :“
ś

iPJ1,n´1Kpδβi1 ` δβi2p´1qγiq P

t´1, 1u, we thus get eab “ λ
ś

iPJ1,nK f
piq
αiβi

and

ωΛpeabq “ λωΛ

´

ź

iPJ1,nK
f
piq
αiβi

¯

. (75)

Since Nab “ 2k for some k P N, there exists i P J1, nK such that αi ‰ βi, i.e.,
ś

iPJ1,nK f
piq
αiβi

“

f
p1q
α1β1

. . . f
piq
αi3´αi

. . . f
pnq
αnβn

“ f
p1q
α1β1

. . . BpJαiQiq . . . f
pnq
αnβn

. Hence, each product in the Pfaffian
(25) includes a factor of the form ωΛpBpJ

αiQiqBpJ
βjQjqq or ωΛpBpJ

βjQjqBpJ
αiQiqq for some

j P J1, nK with j ‰ i, and any such factor vanishes due to (68). Hence, (75) implies ωΛpeabq “
0 and, due to Nab ‰ 0, the right hand side of (65) vanishes, too. l

Remark 16 If a 2-point operator R P Lph‘2
q is a complex multiple of the identity, it follows

from (21)-(22) that R “ 1{2 (and (23) is automatically true). Moreover, if ω P QA is induced
by R “ 1{2, (63)-(64) are satisfied for any Fermi system and (65) holds. Moreover, we have
ωΛpe

piq
ααq “ ωΛpBpJ

αQiqBpJ
3´αQiqq “ }J

3´αQi}
2

h
‘2{2 “ 1{2 for all i P J1, νK and all α P J1, 2K.

Hence, (65) yields ωΛpebaq “ δab{2
ν for all a, b P J1, 2Kν and, using (58) and (47), we get

RΛ “
ř

aPJ1,2Kν πΛpeaaq{2
ν
“ 12

ν{2ν from which, with (57) (see also (60) and before), for all
A P AΛ,

ωΛpAq “
1

2ν
trpπΛpAqq. (76)

In the following, for any complex Hilbert spaces H1 and H2, we denote by UpH1,H2q the
set of all unitary operators fromH1 toH2. If the two Hilbert spaces are equal toH, we simply
write UpHq (note that UpHq is a group with respect to the composition of bounded linear
operators).

Definition 17 (Bogoliubov transformations) Any U P Uph‘2
q which commutes with J , i.e.,

which satisfies, in Lph‘2
q,

JUJ “ U, (77)

is called a Bogoliubov transformation. The subgroup of Uph‘2
q of all Bogoliubov transforma-

tions is denoted by UJph
‘2
q.

In the following, for all n P N and all X P Cnˆn, the (multi)set of all eigenvalues of X
(repeated according to their multiplicity) is denoted by specpXq.

The Majorana correlation matrix introduced below has as its entries the 2-point correla-
tion functions of a so-called Majorana system.

Definition 18 (Majorana system) Let Λ P FinpZq with ν :“ cardpΛq and let tQiuiPJ1,νK Ď h‘2

be a Fermi system over Λ. The family tMiuiPJ1,2νK Ď h‘2 defined, for all i P J1, νK, by

M2i´1 :“ Qi ` JQi, (78)
M2i :“ ipQi ´ JQiq, (79)

is called the Majorana system (associated with the Fermi system tQiuiPJ1,νK).
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Remark 19 Due to (14) and Definition 7 (a)-(b), the Majorana system tMiuiPJ1,2νK associated
with the Fermi system tQiuiPJ1,νK satisfies, for all i, j P J1, 2νK,

JMi “Mi, (80)
pMi,Mjqh‘2 “ 2δij. (81)

In the following, for all n P N, any matrix X P Cnˆn is called skew symmetric if XT
“ ´X

and recall that ImpXq “ pX´X̄q{p2iq for allX P Cnˆn. Moreover, Opnq :“ tX P Rnˆn
|XTX “

1nu and Upnq :“ tX P Cnˆn
|X˚X “ 1nu stand for the orthogonal and unitary groups in n

dimensions. Finally, we denote by ‘ the usual direct sum of matrices, by V K the orthogonal
complement of any subspace V Ď H of a Hilbert space H, and by span the finite linear span
of a set of vectors in H.

The spectrum of the reduced density matrix which characterizes the localized state has
the following properties.

Proposition 20 (Spectrum) Let ω P QA, let Λ P FinpZqwith ν :“ cardpΛq, and let tQiuiPJ1,νK Ď

h‘2 be a Fermi system over Λ. Then:

(a) If there exists U P UJph
‘2
q such that the family tUQiuiPJ1,νK Ď h‘2 is a Fermi system

over Λ which satisfies Assumption 13 (a),(b), we have

specpRΛq “

!

ź

iPJ1,νK
1`p´1q

αiλi
2

ˇ

ˇ

ˇ
rαisiPJ1,νK P J1, 2Kν

)

, (82)

where, for all i P J1, νK, the numbers λi P r´1, 1s are defined by

λi :“ 1´ 2ωΛpB
˚
pUQiqBpUQiqq. (83)

(b) There exists U P UJph
‘2
q such that the family tUQiuiPJ1,νK Ď h‘2 is a Fermi system over

Λ which satisfies Assumption 13 (a),(b), i.e., (82) holds. Moreover, we have

specpImpΩqq “
 

˘ i
2
λi
(

iPJ1,νK, (84)

where Ω :“ rΩijsi,jPJ1,2νK P C2νˆ2ν , called the Majorana correlation matrix, is defined, for
all i, j P J1, 2νK, by

Ωij :“
1

2
ωΛpBpMiqBpMjqq, (85)

and tMiuiPJ1,2νK is the Majorana system associated with the Fermi system tQiuiPJ1,νK.

Remark 21 For all U P UJph
‘2
q and all Fermi systems tQiuiPJ1,νK Ď h‘2 over Λ, the family

tUQiuiPJ1,νK satisfies Definition 7 (a)-(b). Hence, in order for tUQiuiPJ1,νK Ď h‘2 to be a Fermi
system over Λ, we only have to check that, for all i P J1, νK and all α P J1, 2K,

suppppUQiqαq Ď Λ. (86)
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Proof. (a) Let Q1i :“ UQi for all i P J1, νK and let us denote by e1piqαβ and e1ab for all i P J1, νK,
all α, β P J1, 2K, and all a, b P J1, 2Kν , the quantities (38) and (40), respectively, in which the
Fermi system tQiuiPJ1,νK has been replaced by the Fermi system tQ1iuiPJ1,νK. Since tQ1iuiPJ1,νK
satisfies Assumption 13 (a),(b), (58) and (65) yield

RΛ “
ÿ

aPJ1,2Kν
κa πΛpe

1
aaq, (87)

where κa :“
ś

iPJ1,νK ωpe
1piq
αiαi
q for all a :“ rαisiPJ1,νK P J1, 2Kν . Moreover, (45), (47), and (55)

imply that πΛpe
1
aaqπΛpe

1
bbq “ δabπΛpe

1
aaq for all a, b P J1, 2Kν and

ř

aPJ1,2Kν πΛpe
1
aaq “ 12

ν , i.e., the

family tπΛpe
1
aaquaPJ1,2Kν is a complete orthogonal family of (orthogonal) projections in C2

ν
ˆ2

ν

implying that

specpRΛq “ tκa | a P J1, 2Kνu. (88)

Moreover, using (32), we have, for all i P J1, νK and all α P J1, 2K,

e1piqαα “
1´ p´1qα

2
B˚pQ1iqBpQ

1
iq `

1` p´1qα

2
BpQ1iqB

˚
pQ1iq

“
1

2
tB˚pQ1iq, BpQ

1
iqu `

p´1qα

2
ptB˚pQ1iq, BpQ

1
iqu ´ 2B˚pQ1iqBpQ

1
iqq

“
1` p´1qαp1´ 2B˚pQ1iqBpQ

1
iqq

2
, (89)

and the normalization of ωΛ yields ωΛpe
1piq
αα q “ p1`p´1qαλiq{2 for all i P J1, νK and all α P J1, 2K.

Finally, since (31)-(32) imply (see [5]) that, for all F P h‘2,

2}BpF q}2 “ }F }2
h
‘2 `

b

}F }4
h
‘2 ´ |pF, JF qh‘2 |

2, (90)

(30) yields }BpUQiq} “ 1 for all i P J1, νK and, hence, we get 0 ď ωΛpB
˚
pUQiqBpUQiqq ď

}B˚pUQiqBpUQiq} “ }BpUQiq}
2
“ 1 for all i P J1, νK, i.e., |λi| ď 1 for all i P J1, νK.

(b) Let tMiuiPJ1,2νK be the Majorana system from Definition 18 associated with the Fermi
system tQiuiPJ1,νK, let Ω P C2νˆ2ν be given by (85) and set Ξ :“ ImpΩq P R2νˆ2ν . Note that, for
all i, j P J1, 2νK, we have Ω̄ij “ Ωji due to (19) and (80) and Ωij “ ´Ωji ` δij due to (20) and
the normalization of ωΛ, i.e., we have

Ω˚ “ Ω, (91)

ΩT
“ 12ν ´ Ω, (92)

and (91)-(92) imply that

Ω “
1

2
12ν ` iΞ. (93)

Hence, due to (92), Ξ P R2nˆ2n has the additional property

ΞT
“ ´Ξ, (94)
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i.e., Ξ is real and skew symmetric. Therefore, we know (see, for example, [20]) that there
exist V P Op2νq and tξiuiPJ1,νK Ď R such that

V TΞV “
à

iPJ1,νK

„

0 ξi
´ξi 0



. (95)

Setting h‘2
2ν :“ span ptMiuiPJ1,2νKq and noting that, due to (81), tMi{

?
2uiPJ1,2νK is an orthonor-

mal basis of h‘2
2ν , we define U P Lph‘2

q, for all i P J1, 2νK, by

UMi :“
ÿ

jPJ1,2νK

VjiMj, (96)

by UF :“ F for all F P ph‘2
2ν q

K, and by linear extension (and the Hilbert projection theorem)
to the whole of h‘2. Using (96), (81), and V P Op2νq, we get pUMi, UMjqh‘2 “ 2pV TV qij “

pMi,Mjqh‘2 for all i, j P J1, 2νK and, hence, pUF,UGq
h
‘2 “ pF,Gq

h
‘2 for all F,G P h‘2

2ν . More-
over, pUF,UGq

h
‘2 “ pUF,Gq

h
‘2 “ 0 “ pF,Gq

h
‘2 for all F P h‘2

2ν and all G P ph‘2
2ν q

K because
Uh‘2

2ν Ď h‘2
2ν (i.e., UF P h‘2

2ν for all F P h‘2
2ν ) and, hence, we get U P Uph‘2

q. Since (80) implies
Jh‘2

2ν Ď h‘2
2ν (from which Jph‘2

2ν q
K
Ď ph‘2

2ν q
K), we have JUJMi “ UMi for all i P J1, 2νK and

JUJF “ J2F “ UF for all F P ph‘2
2ν q

K, i.e., we arrive at U P UJph
‘2
q. Next, due to Remark

21, the family tUQiuiPJ1,νK Ď h‘2 is a Fermi system over Λ because (78)-(79) and (96) yield,
for all i P J1, νK,

UQi “
ÿ

jPJ1,2νK

Vj2i´1 ´ iVj2i
2

Mj (97)

“
ÿ

jPJ1,νK

ÿ

αPJ1,2K

c
piq
jαJ

αQj, (98)

where c
piq
jα :“ pV2j´12i´1 ` p´1qαV2j2i ` ipp´1qαV2j2i´1 ´ V2j´12iqq{2 for all i, j P J1, νK and all

α P J1, 2K, and because pJQiqα “ pQiq3´α for all i P J1, νK and all α P J1, 2K, i.e., we get, for all
i P J1, νK and all α P J1, 2K,

suppppUQiqαq Ď Λ. (99)

Finally, we want to check that the Fermi system tUQiuiPJ1,νK Ď h‘2 over Λ satisfies Assump-
tion 13 (a),(b) in the form (63)-(64). Using (97), Ωij “ pMi, RMjqh‘2{2 for all i, j P J1, 2νK
from (85), (93), and the fact that the right hand side of (95), denoted by W P C2νˆ2ν , satisfies
W2i´12j´1 “ 0, W2i´12j “ δijξi, W2i2j´1 “ ´δijξi, and W2i2j “ 0 for all i, j P J1, νK, we get, for
all i, j P J1, νK,

pUQi, RUQjqh‘2 “
1

2

`

pV TΩV q2i´12j´1 ´ ipV TΩV q2i´12j ` ipV TΩV q2i2j´1 ` pV
TΩV q2i2j

˘

(100)

“
1

2
δij `

i

2
pW2i´12j´1 ´ iW2i´12j ` iW2i2j´1 `W2i2jq

“ δij
`

ξi `
1
2

˘

, (101)
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i.e., we obtain (64). As for (63), since, due to (97), replacing UQj by JUQj amounts to
changing the sign of the second and the fourth term on the right hand side of (100), we have
pUQi, RJUQjqh‘2 “ ipW2i´12j´1` iW2i´12j ` iW2i2j´1´W2i2jq{2 “ 0 for all i, j P J1, νK, i.e., we
get (63), too. Part (a) now yields that specpRΛq satisfies (82) with λi “ 1´2pUQi, RUQiqh‘2 “

´2ξi for all i P J1, νK. Furthermore, due to the block diagonal structure of W from (95), we
can write detpΞ ´ z12νq “ detpW ´ z12νq “

ś

iPJ1,νKpz ´ iξiqpz ` iξiq for all z P C, i.e., we also
get (84). l

4 Von Neumann entropy

In this section, we introduce the von Neumann entropy and express it by means of the
eigenvalues of the imaginary part of the Majorana correlation matrix from the preceding
section (see again [38]). Moreover, we study the functional equation which determines the
Shannon entropy uniquely under the conditions of the present setting.

In the following, for any D Ď R, we denote by CpDq the set of continuous complex-valued
functions on D, by CbpDq the set of bounded continuous complex-valued functions on D,
and by C0pDq the set of continuous complex-valued functions on D with compact support.
Moreover, for any open D Ď R, we write C8pDq and Cm

pDq for any m P N for the sets of
smooth andm times continuously differentiable complex-valued functions onD, respectively.

The following functions play an important role in the sequel.

Definition 22 (Shannon entropy) The function ` P C8ps0, 1rq, called the Shannon entropy,
is defined, for all x P s0, 1r, by

`pxq :“ ´x logpxq. (102)

Moreover, the function η P C8ps ´ 1, 1rq, sometimes called the binary entropy, is defined, for
all x P s ´ 1, 1r, by

ηpxq :“ `

ˆ

1` x

2

˙

` `

ˆ

1´ x

2

˙

, (103)

see Figure 2.

In the following, we denote byMpRq the σ-algebra of all Borel sets on R (see, for exam-
ple, [8]), by MLpRq Ě MpRq the σ-algebra of all Lebesgue measurable sets on R, and by
MLps0, 1rq the so-called trace ofMLpRq in s0, 1r PMLpRq (i.e.,MLps0, 1rq “ tM Ď s0, 1r |M P

MLpRqu). Moreover, for all n P N, we again write a :“ rαisiPJ1,nK P J1, 2Kn.
The Shannon entropy has the following property.

Proposition 23 (Functional equation) (a) For all n P N and all tλiuiPJ1,nK Ď s ´ 1, 1r ,

ÿ

aPJ1,2Kn
`
´

ź

iPJ1,nK
1`p´1q

αiλi
2

¯

“
ÿ

iPJ1,nK

ηpλiq. (104)
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Figure 2: The functions r` (dashed line) and rη (continuous line) which are the extensions by
zero to the whole of R of ` and η from (102) and (103).

(b) Let f P Rs0,1r be an pMLps0, 1rq,MpRqq-measurable function which satisfies, for all
n P N and all tλiuiPJ1,nK Ď s ´ 1, 1r ,

ÿ

aPJ1,2Kn
f
´

ź

iPJ1,nK
1`p´1q

αiλi
2

¯

“
ÿ

iPJ1,nK

ÿ

αiPJ1,2K

f
´

1`p´1q
αiλi

2

¯

. (105)

Then, there exists C P R such that, for all x P s0, 1r ,

fpxq “ Cx logpxq. (106)

Proof. (a) Note that p1 ` p´1qαλq{2 P s0, 1r for all α P J1, 2K and all λ P s ´ 1, 1r . Hence, the
product on the left hand side of (104) is indeed in the domain of definition of `. Moreover,
using (102), the logarithmic functional equation, and the fact that

ř

azαiPJ1,2Kn´1

ś

jPJ1,nKztiup1`

p´1qαjλjq{2 “
ś

jPJ1,nKztiu
ř

αjPJ1,2Kp1`p´1qαjλjq{2 “ 1 for all n ě 2 and all i P J1, nK (for n “ 1,
(104) is the definition of η), where, for all i P J1, nK, we define azαi P J1, 2Kn´1 to be equal to
a without its ith entry, we get (104).

(b) For all n P N and all i P J1, nK, we set xi :“ p1 ` λiq{2 P s0, 1r and we call (105) the
n-functional equation. As for the 1-functional equation, the left hand side of (105) equals
fpx1q ` fp1 ´ x1q for all x1 P s0, 1r and so does the right hand side, i.e., the condition for
n “ 1 is void. If n “ 2, (105) yields the 2-functional equation fpx1x2q ` fpx1p1´ x2qq ` fpp1´
x1qx2q`fpp1´x1qp1´x2qq “ fpx1q`fp1´x1q`fpx2q`fp1´x2q for all x1, x2 P s0, 1r. Hence,
under the stated measurability assumption, we know from [14] that there exist A,B,C P R
such that, for all x P s0, 1r,

fpxq “ A`Bp4x3
´ 9x2

` 5xq ` Cx logpxq, (107)

and that for all A,B,C P R, the right hand side of (107) satisfies the 2-functional equation.
Plugging (107) into the 3-functional equation, a direct calculation yields 2A ´ 36Bx1p1 ´
x1qx2p1 ´ x2qx3p1 ´ x3q “ 0 for all x1, x2, x3 P s0, 1r, i.e., we get A “ B “ 0. Finally, since the
n-functional equations (105) are homogeneous in f for all n P N and since, due to (a), the
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function ` satisfies the n-functional equations for all n P N, (106) is compatible with all the
additional n-functional equations for n ě 4. l

In the following, for all n P N, any matrix X P Cnˆn is called selfadjoint if X˚
“ X.

Note that, due to Proposition 12 (b), if Λ P FinpZq with ν :“ cardpΛq, the reduced density
matrix RΛ P C2

ν
ˆ2

ν

is selfadjoint. Hence, the spectral theorem yields a unique resolution of
the identity E P ˚HompBpRq,C2

ν
ˆ2

ν

q associated with RΛ, where BpRq stands for the normed
unital ˚-algebra of all bounded Borel functions on R (see, for example, [8]). Moreover, we
use the notation fpRΛq :“ Epfq for all f P BpRq.

Finally, the extension r` P CbpRq of (102) is defined by r`pxq :“ `pxq for all x P s0, 1r and
r`pxq :“ 0 for all x P Rz s0, 1r (see Figure 2).

The von Neumann entropy of the state ωΛ from Proposition 12 is defined as follows.

Definition 24 (Von Neumann entropy) Let ω P EA, let Λ P FinpZq with ν :“ cardpΛq, and
let RΛ P C2

ν
ˆ2

ν

be the reduced density matrix of ω over Λ. The von Neumann entropy
SΛ P r0, ν logp2qs of RΛ is defined by

SΛ :“ trpr`pRΛqq. (108)

Remark 25 Since r` P C0pRq Ď CbpRq Ď BpRq, the right hand side of (108) is well-defined.
Moreover, there exist T P Up2νq and tτiuiPJ1,2νK Ď R such T ˚RΛT “ diagrτisiPJ1,2νK and, hence,
fpRΛq “ TdiagrfpτiqsiPJ1,2νKT

˚ for all f P BpRq due to the uniqueness of the resolution of the
identity. Therefore, we get specpRΛq “ tτiuiPJ1,2νK and the properties RΛ ě 0 and trpRΛq “ 1
imply τi P r0, 1s for all i P J1, 2νK. Finally, since (108) implies

SΛ “
ÿ

iPJ1,2νK

r`pτiq, (109)

we get SΛ ě 0. Moreover, since r` is concave, Jensen’s inequality yields
ř

iPJ1,2νK
r`pτiq ď

2νr`p1{2νq “ ν logp2q.

In the following, the extension rη P C0pRq of (103) is defined by rηpxq :“ ηpxq for all x P
s ´ 1, 1r and rηpxq :“ 0 for all x P Rz s ´ 1, 1r (see Figure 2) and note that

Odprηq “ 0, (110)

where, for all χ P CR, we set Evpχqpxq :“ pχpxq`χp´xqq{2 and Odpχqpxq :“ pχpxq´χp´xqq{2
for all x P R.

The von Neumann entropy is determined as follows by the spectrum of the imaginary
part of the Majorana correlation matrix Ω P C2νˆ2ν from (85).

Proposition 26 (Von Neumann entropy) Let ω P QA, let Λ P FinpZq with ν :“ cardpΛq, and
let tQiuiPJ1,νK Ď h‘2 be a Fermi system over Λ. Then,

SΛ “
ÿ

iPJ1,νK

rηpλiq, (111)

where specpImpΩqq “ t˘iλi{2uiPJ1,νK.
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Proof. Using Proposition 20 and (109), we have

SΛ “
ÿ

aPJ1,2Kν

r`
´

ź

iPJ1,νK
1`p´1q

αiλi
2

¯

, (112)

where again a :“ rαisiPJ1,νK P J1, 2Kν . Now, let

N :“ ti P J1, νK |λi P s ´ 1, 1ru, (113)

and set n :“ cardpNq P J0, νK. If n “ ν, (112), (104) for n “ ν, and the fact that r` and rη
are extensions of ` and η, respectively, imply (111). If n P s0, νr, using (112), the fact that
ř

αPJ1,2K
r`pp1`p´1qαλqr{2q “ r`p0q` r`prq for all λ P t´1, 1u and all r P R, the property r`p0q “ 0,

(104), and rηp´1q “ rηp1q “ 0, we get

SΛ “
ÿ

rαisiPNPJ1,2Kn

ÿ

rαjsjPJ1,νKzNPJ1,2Kν´n

r`
´´

ź

jPJ1,νKzN

1`p´1q
αjλj

2

¯´

ź

iPN

1`p´1q
αiλi

2

¯¯

“
ÿ

rαisiPNPJ1,2Kn
`
´

ź

iPN

1`p´1q
αiλi

2

¯

“
ÿ

iPN

ηpλiq

“
ÿ

iPJ1,νK

rηpλiq, (114)

where rαisiPN :“ rαikskPJ1,nK P J1, 2Kn with ik P N for all k P J1, nK and i1 ă i2 ă . . . ă in (and
analogously for rαjsjPJ1,νKzN P J1, 2Kν´n). For the case n “ 0, since p1 ` p´1qαλq{2 P J0, 1K for
all α P J1, 2K and all λ P t´1, 1u, the fact that r`p0q “ r`p1q “ 0 implies that the right hand side
of (112) vanishes. But, since again rηp´1q “ rηp1q “ 0, the right hand side of (111) vanishes,
too. Finally, the property of the spectrum of ImpΩq stems from Proposition 20 (b). l

5 Translation invariance

In this section, we show that, if the quasifree state under consideration is translation invari-
ant, the Majorana correlation matrix becomes the finite section of a block Toeplitz operator
whose symbol can be explicitly computed (see Appendix A for the basic definitions of the
block Toeplitz operators used in the following). This fact opens the way for a rigorous analy-
sis of the asymptotic behavior of the von Neumann entropy for the general R/L mover states
of Section 6.

Definition 27 (Translation invariance) (a) The operator θ P Lphq defined by pθfqpxq :“
fpx´ 1q for all f P h and all x P Z is called the (right) translation on h.

(b) The state ω P QA induced by the 2-point operator R P Lph‘2
q is called translation

invariant if rR, θ12s “ 0.
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Π T

R

κ

ιΠ
rκ

Figure 3: The bijection κ and the surjection rκ.

In the following, we resort to the usual unitary Fourier transform f : h Ñ ph between the
1-particle position Hilbert space h over Z and the 1-particle momentum Hilbert space ph over
T :“ tz P C | |z| “ 1u defined by

ph :“ L2
pTq, (115)

where L2
pTq :“ tϕ P CT

|ϕ ˝ κ P L2
pΠqu. Here, the (non homeomorphic) bijection κ P TΠ is

defined by κ :“ rκ ˝ ιΠ, where

Π :“ s ´ π, πs, (116)

and where the surjection rκ P TR is given by rκpkq :“ eik for all k P R, see Figure 3 (an
arrow with a tail represents an injection and a two-headed arrow a surjection). Further-
more, L2

pΠq denotes the space of all equivalence classes of functions ϕ P CΠ which are
pMpΠq,MpRqq-measurable (i.e., more precisely, for which both the real and imaginary part
are pMpΠq,MpRqq-measurable), where again MpΠq stands for the trace of MpRq in Π P

MpRq (i.e., MpΠq “ tM Ď Π |M P MpRqu) and for which |ϕ|2 is integrable with respect
to the (non complete) Borel-Lebesgue measure denoted by | ¨ |B. As usual, the equiva-
lence relation identifies functions which coincide almost everywhere with respect to | ¨ |B
(i.e., which coincide on the complement of a subset of a set of Borel-Lebesgue measure
zero). The usual scalar product on ph is written as pϕ, ψq

ph :“
şπ

´π
dk{p2πq ϕ̄peik

qψpeik
q for all

ϕ, ψ P ph. Moreover, L8pΠq denotes the space of all equivalence classes of functions ϕ P CΠ

which are pMpΠq,MpRqq-measurable and almost everywhere bounded with respect to | ¨ |B
and we set L8pTq :“ tϕ P CT

|ϕ ˝ κ P L8pΠqu. Also recall that, for all f P h, the Fourier
transform is defined by the limit (in ph) ff :“ limnÑ8

ř

xPJ´n,nK fpxqex, where, for all x P Z,
the plane wave functions ex P L

8
pTq Ď ph are given by expzq :“ zx for all z P T. We write

pf :“ ff P ph for all f P h and pa :“ faf˚ P Lpphq for all a P Lphq, where the adjoint f˚ is given by
pf˚ϕqpxq “

şπ

´π
dk{p2πqϕpeik

qe´xpe
ik
q for all x P Z and we also use the notation qϕ :“ f˚ϕ P h

for all ϕ P ph and qπ :“ f˚πf P Lphq for all π P Lpphq.
Finally, for all u P L8pTq, the multiplication operator mrus P Lpphq on momentum space is

(well-) defined (due to Hölder’s inequality), for all ϕ P ph, by

mrusϕ :“ uϕ. (117)

Moreover, for all u :“ ruisiPJ1,3K P L
8
pTq3 , we define mrus P Lpphq3 by

mrus :“ rmruissiPJ1,3K. (118)

The following assumption is central to the implementation of translation invariance in this
section.
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Assumption 28 (Translation invariance) LetR P Lph‘2
q, let Λ P FinpZqwith ν :“ cardpΛq ě

2, and let tQiuiPJ1,νK Ď h‘2 be a Fermi system over Λ.

(a) rR, θ12s “ 0

(b) pθ12qQi “ Qi`1 for all i P J1, ν ´ 1K

Under Assumption 28 (a), we get the following action on the doubled 1-particle momen-
tum Hilbert space.

Lemma 29 (Matrix multiplication operator) LetR P Lph‘2
q fulfill Assumption 28 (a). Then,

there exist rij P L
8
pTq for all i, j P J1, 2K such that pR P Lpph‘2

q reads

pR “ rmrrijssi,jPJ1,2K. (119)

Proof. Let us write R “ rRijsi,jPJ1,2K, where Rij P Lphq for all i, j P J1, 2K. Since rR, θ12s “

rrRij, θssi,jPJ1,2K, Assumption 28 (a) yields rRij, θs “ 0 for all i, j P J1, 2K, i.e., r pRij, pθ s “ 0 for
all i, j P J1, 2K. Moreover, since pθ “ mre1s, we get, for all i, j P J1, 2K and all ϕ P ph, that
pRije1ϕ “ e1

pRijϕ and pRije´1ϕ “ e´1
pRijϕ. Hence, pRijex “ ex pRije0 for all i, j P J1, 2K and all

x P Z which implies pex, pRijeyqph “ pex´y,
pRije0qph for all i, j P J1, 2K and all x, y P Z. Therefore,

we know (see, for example, [11]) that, for all i, j P J1, 2K, there exists rij P L
8
pTq such that

pRij “ mrrijs. l

Under Assumption 28 (b), we get the following kinematical consequence.

Lemma 30 (Standard Fermi system) Let Λ “ tx1, . . . , xνu P FinpZq with ν ě 2 be such that
x1 ă . . . ă xν and let tQiuiPJ1,νK Ď h‘2 be a Fermi system over Λ which satisfies Assumption
28 (b). Then:

(a) Λ “ Jx1, xνK

(b) There exist λ P T and γ P J1, 2K such that, for all i P J1, νK,

Qi “ λJγpδxi ‘ 0q. (120)

If λ “ 1 and γ “ 2, we get the standard Fermi system over Λ from (29).

Proof. (a) Let us make the converse hypothesis Jx1, xνKzΛ ‰ H and set, for all i P J1, νK,

ni :“ minptn P N |xi ` n R Λuq. (121)

Using that cardptj P J1, νK |xj ą xiuq “ ν ´ i for all i P J1, νK and our hypothesis, we have
n1 ď pν ´ 1q ´ 1` 1 “ ν ´ 1 (there exists at least one x P Jx1, xνK with x R Λ, see Figure 4). If
i P J2, νK, since all x P Jx1, xνK with x R Λ may lie to the left of xi (see again Figure 4), we get
ni ď ν ´ i` 1 ď ν ´ 1 for all i P J2, νK. Since Assumption 28 (b) reads, for all i P J1, ν ´ 1K,

Qi`1 “ pθ12q
iQ1, (122)
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i “ 1: -s s s s s s s s s
x1x2 . . . xν´1 xν

i “ 2: -s s s s s s s s s s
x1 x2x3 . . . xν

Figure 4: Some of the configurations in the proof of Lemma 30 (a).

and since there exist λα,j P C for all α P J1, 2K and all j P J1, νK such that, for all α P J1, 2K,

pQ1qα “
ÿ

jPJ1,νK

λα,jδxj , (123)

we get pQni`1qα “
ř

jPJ1,νK λα,jδxj`ni for all α P J1, 2K and all i P J1, νK. Given that Qni`1 P

tQjujPJ1,νK for all i P J1, νK because ni ` 1 P J2, νK for all i P J1, νK, Definition 7 (c) leads to
λα,i “ 0 for all α P J1, 2K and all i P J1, νK, i.e., Q1 “ 0 (which contradicts Definition 7 (a)).

(b) Due to (122)-(123), we have pQνqα “
ř

jPJ1,νK λα,jδxj`ν´1 for all α P J1, 2K. Hence, due
to (a), we get λα,j “ 0 for all α P J1, 2K and all j P J2, νK, i.e., we find Q1 “ pλ1δx1

q ‘ pλ2δx1
q,

where λα :“ λα,1 for all α P J1, 2K. Finally, using Definition 7 (a) and (b), we get |λ1|
2
`|λ2|

2
“ 1

and λ1λ2 “ 0, respectively. l

In the following, we repeatedly make use Appendix A. Moreover, we say that ϕ P CT

satisfies a property for almost all z P T if ϕ ˝ κ satisfies the corresponding property almost
everywhere on Π.

Under Assumption 28, the Majorana correlation matrix (85) is the finite section of a
bounded block Toeplitz operator. More precisely, we have the following.

Proposition 31 (Toeplitz structure) Let R P Lph‘2
q satisfy Assumption 28 (a), let Λ P

FinpZq with ν :“ cardpΛq ě 2, and let tQiuiPJ1,νK Ď h‘2 be a Fermi system over Λ satisfy-
ing Assumption 28 (b). Moreover, let rΩ P C2νˆ2ν be defined, for all i, j P J1, 2νK, by

rΩij :“
1

2
pMi, RMjqh‘2 . (124)

Then:

(a) The operator acting by (124) on C2ν is given by the ν-finite section of the block Toeplitz
operator T ras P Lp`2

pN,C2
qq whose block symbol a P L8pT,C2ˆ2

q is defined, for almost
all z P T, by

apzq :“
1

2
rppΓxMiqpzq, rpzqpΓxMjqpzqqC2si,jPJ1,2K, (125)

where, using (119), r P L8pT,C2ˆ2
q is given by prqij :“ rij P L

8
pTq for all i, j P J1, 2K,

i.e., we have m
rΩ “ Tνras (and rΩ “ Ta,ν).
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(b) If, in addition, R satisfies (22), we have mImprΩq “ Tνrras, where the block symbol ra P
L8pT,C2ˆ2

q is defined, for almost all z P T, by

rapzq :“
1

2i
rppΓxMiqpzq, prpzq ´

1
2
12qpΓxMjqpzqqC2si,jPJ1,2K. (126)

If, in addition, R also satisfies (21), its entries read, for almost all z P T,

prapzqq11 “
i

2
p1´ pRepr11pzqq ` Repr22pzqq ` 2Repλ2

γ`1r12pzqqqq, (127)

prapzqq12 “
p´1qγ

2
pRepr11pzqq ´ Repr22pzqq ´ 2iImpλ2

γ`1r12pzqqq, (128)

prapzqq21 “
p´1qγ`1

2
pRepr11pzqq ´ Repr22pzqq ` 2iImpλ2

γ`1r12pzqqq, (129)

prapzqq22 “
i

2
p1´ pRepr11pzqq ` Repr22pzqq ´ 2Repλ2

γ`1r12pzqqqq, (130)

where λγ :“ λp´1q
γ

for all λ P C and all γ P N.

(c) If ω P QA is the quasifree state induced by the 2-point operator R, the operator acting
by the imaginary part of the Majorana correlation matrix on C2ν is given by the ν-
finite section of the block Toeplitz operator T rras P Lp`2

pN,C2
qq whose block symbol

ra P L8pT,C2ˆ2
q is given by (127)-(130).

Proof. (a) Using Assumption 28 (b), (78)-(79), and rθ12, Js “ 0, we have, for all i P J1, ν ´ 1K,
that pθ12qM2i´1 “ Qi`1 ` pθ12qJQi “ Qi`1 ` JQi`1 “ M2i`1 and pθ12qM2i “ ipQi`1 ´

pθ12qJQiq “M2i`2, i.e., for all i P J1, 2ν ´ 2K,

pθ12qMi “Mi`2. (131)

Hence, due to (131) and Assumption 28 (a), we get, for all i, j P J1, 2ν ´ 2K,

rΩi`2j`2 “
1

2
pMi`2, RMj`2qh‘2

“
1

2
pMi, pθ

˚12qRpθ12qMjqh‘2

“ rΩij. (132)

Next, let us define b : J1, νKˆ2
Ñ C2ˆ2, for all i, j P J1, νK, by

bpi, jq :“

«

rΩ2i´12j´1
rΩ2i´12j

rΩ2i2j´1
rΩ2i2j

ff

, (133)

and note that, now, bpi ` 1, j ` 1q “ bpi, jq for all i, j P J1, ν ´ 1K. Moreover, if we define
the map rb : J´pν ´ 1q, ν ´ 1K Ñ C2ˆ2 by rbpxq :“ bp1 ` p|x| ` xq{2, 1 ` p|x| ´ xq{2q for all
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x P J´pν ´ 1q, ν ´ 1K, we get bpi, jq “ rbpi ´ jq for all i, j P J1, νK. Hence, the Majorana
correlation matrix becomes

rΩ “ rrΩijsi,jPJ1,2νK

“ rbpi, jqsi,jPJ1,νK

“ rrbpi´ jqsi,jPJ1,νK

“

»

—

—

—

—

—

—

–

rbp0q rbp´1q rbp´2q . . . rbp´pν ´ 1qq
rbp1q rbp0q rbp´1q . . . rbp´pν ´ 2qq
rbp2q rbp1q rbp0q . . . rbp´pν ´ 3qq
...

...
...

. . .
...

rbpν ´ 1q rbpν ´ 2q rbpν ´ 3q . . . rbp0q

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, (134)

and, using again Assumption 28 (a), the notation θ´n :“ pθ´1
q
n
“ pθ˚qn for all n P N and θ0 :“

1, the fact that pθ “ mre1s, (119), and pΓrM rcijssi,jPJ1,2KΓ
˚Φqpzq “ cpzqΦpzq for all cij P L

8
pTq

with i, j P J1, 2K, all Φ P L2
pT,C2

q, and almost all z P T, where c P L8pT,C2ˆ2
q is defined by

pcqij :“ cij for all i, j P J1, 2K, we have, for all x P J´pν ´ 1q, ν ´ 1K and all i, j P J1, 2K,

prbpxqqij “
1

2
pMi, Rpθ12q

´xMjqh‘2

“
1

2
pxMi, pRpmre´xs12q

xMjqph‘2

“
1

2
pΓxMi,Γrmrrijssi,jPJ1,2KΓ

˚Γpmre´xs12qΓ
˚ΓxMjqph‘2

“
1

2

ż π

´π

dk

2π
ppΓxMiqpe

ik
q, rpeik

qpΓxMjqpe
ik
qqC2 e´ikx

“

ż π

´π

dk

2π
papeik

qqij e´ikx, (135)

where we used (125). Since pxMiqα P L8pTq for all i, α P J1, 2K due to Definition 18 and
Definition 7 (c), we get a P L8pT,C2ˆ2

q (due to Hölder’s inequality) and rbpxq “ qapxq for all
x P J´pν ´ 1q, ν ´ 1K. Hence, we know from Toeplitz’s theorem (see, for example, [10]) that
T ras P Lp`2

pN,C2
qq and, since rΩ “ rrbpi´ jqsi,jPJ1,νK “ rqapi´ jqsi,jPJ1,νK “ Ta,ν due to (134) and

(256), we arrive at Tνras “ mTa,ν
“ m

rΩ. Note that, since }T ras}
`
2
pN,C2

q
“ }a}

L
8
pT,C2ˆ2

q
for all

a P L8pT,C2ˆ2
q (see, for example, [11]), a is unique in L8pT,C2ˆ2

q.

(b) Due to (78)-(79) and (120), the Majorana system tMiuiPJ1,2νK associated with the Fermi
system tQiuiPJ1,νK has the form pxM2i´1qα “ λγ`α´1exi and pxM2iqα “ p´1qγ`α´1iλγ`α´1exi for
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all i P J1, νK. Hence, (125) reads (without using (21)-(23)), for almost all z P T,

papzqq11 “
1

2
pr11pzq ` r22pzq ` λ

2
γ`1r12pzq ` λ

2
γr21pzqq, (136)

papzqq12 “
ip´1qγ

2
pr11pzq ´ r22pzq ´ λ

2
γ`1r12pzq ` λ

2
γr21pzqq, (137)

papzqq21 “
ip´1qγ`1

2
pr11pzq ´ r22pzq ` λ

2
γ`1r12pzq ´ λ

2
γr21pzqq, (138)

papzqq22 “
1

2
pr11pzq ` r22pzq ´ λ

2
γ`1r12pzq ´ λ

2
γr21pzqq. (139)

Moreover, since ppζϕqpzq “ ϕpz̄ q for all ϕ P ph and almost all z P T, where pζ :“ fζf˚ P L̄pphq (see
Definition 1 (c)), (22) rewritten in ph‘2 is equivalent to

pζr11 “ 1´ r22, (140)
pζr12 “ ´r21. (141)

Plugging (140)-(141) into (136)-(139), we get apzq “ 12 ´ apz̄q for almost all z P T and,
hence, (135) implies rbpxq “ δx012 ´

rbpxq for all x P Z. Since rΩ “ Ta,ν due to (a), (134)

yields T a,ν “ rrbpi´ jqsi,jPJ1,νK “ rδij12 ´
rbpi ´ jqsi,jPJ1,νK “ 12ν ´ Ta,ν and, hence, ImpTa,νq “

´ipTa,ν ´ 12ν{2q. Furthermore, using that ra “ ´ipa ´ 12{2q and that T
ra,ν “ ´ipTa,ν ´ 12ν{2q,

we get mImprΩq “ mT
ra,ν
“ Tνrras. Finally, (21) rewritten in ph‘2 is equivalent to

r̄11 “ r11, (142)
r̄12 “ r21, (143)
r̄22 “ r22. (144)

Plugging (142)-(144) into (136)-(139) and using ra “ ´ipa´ 12{2q, we get (127)-(130).
(c) Since the Majorana correlation matrix (85) satisfies Ω “ rΩ due to (24), (19), and (80),

and since the 2-point operator R which induces the quasifree state ω satisfies Assumption
28 (a) and (21)-(22) ((23) has not been used in the present proposition), (a) and (b) yield the
assertion. l

6 R/L mover entropy asymptotics

In this section, we specialize the general setting from the preceding sections to the so-called
R/L movers. As discussed in the Introduction, the definition of the R/L movers is based on
the geometric partition of the configuration space into a finite part, called the sample,

ZS :“ tx P Z |xL ď x ď xRu, (145)
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where xL, xR P Z satisfy xL ď xR and nS :“ xR ´ xL ` 1 ě 1, and into two infinite parts to the
left and right of the sample which play the role of thermal reservoirs,

ZL :“ tx P Z |x ď xL ´ 1u, (146)
ZR :“ tx P Z |x ě xR ` 1u. (147)

For the convenience of the reader, we recall the definition and give a brief résumé of the
basic properties of the class of R/L mover states introduced in [8] (see there for more details).

In the following, if G,H are any groups, we denote by HompG,Hq the set of group ho-
momorphism from G to H. Moreover, we call the family tτtutPR Ď

˚AutpAq a dynamics on A
if the map R Q t ÞÑ τt P

˚AutpAq is a group homomorphism (with respect to the group laws
being the addition of numbers in R and the composition of ˚-automorphisms in ˚AutpAq),
i.e., a so-called 1-parameter group of ˚-automorphisms, and if, for any fixed A P A, the map
R Q t ÞÑ τtpAq P A is continuous (with respect to the modulus on R and the C˚-norm on A).
The pair pA, τq is sometimes called a C˚-dynamical system.

Definition 32 (Hamiltonian) (a) An operator H P Lph‘2
q is called a Hamiltonian if

H˚
“ H, (148)

JHJ “ ´H. (149)

(b) Let H P Lph‘2
q be a Hamiltonian. The 1-parameter group of ˚-automorphisms τ P

HompR, ˚AutpAqq defined, for all t P R and all F P h‘2, by

τ tpBpF qq :“ BpeitHF q, (150)

and suitably extended to the whole of A, is called the quasifree dynamics (generated
by H).

Next, we want to decompose a given Hamiltonian with respect to the geometric partition
of the configuration space. To this end, let `8pZq stand for the usual complex Banach space
of bounded complex-valued functions on Z and, for all u P `8pZq, let the multiplication opera-
tor mrus P Lphq be (well-) defined by mrusf :“ uf for all f P h (abusing the notation of (117)).
Now, for all α, β P tL, S,Ru, we define

Hαβ :“ KαHKβ, (151)

where Kα :“ mr1Zαs12 for all α P tL, S,Ru. Moreover, we set Hα :“ Hαα for all α P tL, S,Ru.
In the following, if H P Lph‘2

q is a Hamiltonian, we denote by 1scpHq, 1acpHq, 1pppHq P

Lph‘2
q the orthogonal projections onto the singularly continuous, the absolutely continuous,

and the pure point subspace of H, respectively. Moreover, L1
ph‘2

q stands for the 2-sided ˚

-ideal of Lph‘2
q of all trace class operators on h‘2 and s´ lim denotes the limit with respect

to the strong operator topology on Lph‘2
q.
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Assumption 33 (Hamiltonian) Let H P Lph‘2
q be a Hamiltonian.

(a) 1scpHq “ 0

(b) rH, θ12s “ 0

(c) HLR P L1
ph‘2

q

(d) HLR “ 0

(e) H ‰ z1 for all z P C

Remark 34 If Assumption 33 (e) does not hold, i.e., if there exists z P C such that H “ z1,
(148)-(149) imply that z “ 0.

Definition 35 (R/L mover generator) Let H P Lph‘2
q be a Hamiltonian satisfying Assump-

tion 33 (c) and let βL, βR P R be the inverse reservoir temperatures satisfying

0 ă βL ď βR. (152)

(a) For all α P tL,Ru, the operator Pα P Lph‘2
q, defined by

Pα :“ s´ lim
tÑ8

e´itHKαeitH1acpHq, (153)

is called the (α-) asymptotic projection (for H).

(b) The operator ∆ P Lph‘2
q, defined by

∆ :“
ÿ

αPtL,Ru

βαPα, (154)

is called the R/L mover generator (for H and βL, βR).

For the following, recall from Section 4 that BpRq stands for the normed unital ˚-algebra
of all bounded Borel functions on R.

Definition 36 (Fermi function) A function ρ P BpRq is called a Fermi function if

ρ ě 0, (155)

Evpρq “
1

2
. (156)

Remark 37 Since ρ “ Evpρq ` Odpρq for all ρ P BpRq and since BpRq is a ˚-algebra, ρ is a
Fermi function if and only if there exists an odd function % P BpRq satisfying |%pxq| ď 1 for all
x P R such that ρ “ p1` %q{2.

In the following, since h‘2 is a separable Hilbert space, the set eigpHq of all eigenvalues of
any Hamiltonian H P Lph‘2

q is a countable subset of R and, hence, we write eigpHq “ tλiuiPI
with I Ď N.

We next recall the definition of a R/L mover from [8].
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Definition 38 (R/L mover state) Let H P Lph‘2
q be a Hamiltonian satisfying Assumption 33

(a),(c). Moreover, let R0 P Lph‘2
q be any 2-point operator, called the initial 2-point operator,

let ρ P BpRq be a Fermi function, and let βL, βR P R satisfying (152) be the inverse reservoir
temperatures.

(a) If R P Lph‘2
q has the form R :“ Rac `Rpp, where Rac, Rpp P Lph‘2

q are defined by

Rac :“ ρp∆Hq1acpHq, (157)

Rpp :“
ÿ

λPeigpHq

1λpHqR0 1λpHq, (158)

R is called an R/L mover 2-point operator (for H, R0, ρ, and βL, βR).

(b) A state ω P EA whose 2-point operator is an R/L mover 2-point operator is called an
R/L mover (state).

Remark 39 We know from [8] that, since ∆H is selfadjoint, Rac from (157) is (well-) defined
by means of the spectral theorem. Moreover, as for Rpp, the series on the right hand side of
(158), defined by s´ limnÑ8

ř

iPJ1,nK 1λipHqR0 1λipHq, is unconditionally convergent, i.e., the
notation in (158) is well-motivated. Finally, R P Lph‘2

q is indeed a 2-point operator.

Example 40 (NESS) As discussed in the Introduction, the NESSs serve as the basic mo-
tivation for the introduction of the R/L mover states. We briefly sketch the main points in
their construction (see [8] for more details). First, let H P Lph‘2

q be a Hamiltonian, ρ P BpRq
a Fermi function, βL, βR the inverse reservoir temperatures, and βS P R with βS ą 0 the
inverse sample temperature. Moreover, the so-called initial system consist of a Hamiltonian
H0 P Lph‘2

q given by

H0 :“ HL `HS `HR, (159)

of a quasifree dynamics τ0 P HompR, ˚AutpAqq generated by H0 (see (150)), and of a state
ω0 P QA specified by the 2-point operator R0 P Lph‘2

q given by

R0 :“ ρp∆0H0q, (160)

where ∆0 :“
ř

αPtL,S,Ru βαKα P Lph‘2
q. The NESS ω P EA (for H, ρ, and βL, βS, βR), whose

definition (as a limit point in the weak-˚ topology of the net defined by the ergodic mean
between 0 and T ą 0 of the given initial state time-evolved by the dynamics of interest)
stems from [33], is given, in the setting at hand, for all A P A, by

ωpAq :“ lim
TÑ8

1

T

ż T

0

dt ω0pτ
t
pAqq, (161)

where τ P HompR, ˚AutpAqq is the quasifree dynamics generated by H. If H P Lph‘2
q satis-

fies Assumption 33 (a),(c), the time-dependent approach to Hilbert space scattering theory
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on h‘2 yields that the limit on the right hand side of (161) exists and that, for all n P N, all
tFiuiPJ1,2nK Ď h‘2, and for A “

ś

iPJ1,2nKBpFiq,

lim
TÑ8

1

T

ż T

0

dt ω0pτ
t
pAqq “ lim

TÑ8

1

T

ż T

0

dt pfpXaa
`Xpp

ptqq, (162)

where the matrix Xaa
P C2nˆ2n and the matrix-valued function Xpp

“ rXpp
ij si,jPJ1,2nK : R Ñ

C2nˆ2n with Xpp
ij P AP pRq for all i, j P J1, 2nK are given, for all i, j P J1, 2nK and all t P R, by

Xaa
ij “ pJFi, 1acpHqρp∆Hq1acpHqFjq, (163)

Xpp
ij ptq “ pJFi, 1pppHqe

´itHT0eitH1pppHqFjq, (164)

and AP pRq stands for the complex-valued functions on R which are almost-periodic (in the
sense of H. Bohr). Therefore, the 2-point operator T P Lph‘2

q of ω has the form given in
Definition 38 (a), i.e., ω is indeed a R/L mover. Moreover, if 1acpHq “ 1, (162)-(164) imply
that ω P QA.

Example 41 (Thermal equilibrium state) Let H be a Hamiltonian satisfying Assumption
33 (a),(c), let the inverse reservoir temperatures both be equal to β, let ρ be a Fermi function,
and let the initial 2-point operator be defined by R0 :“ ρpβHq. Then, Rac “ ρpβHq1acpHq,
Rpp “ ρpβHq1pppHq, and the R/L mover 2-point operator R (for H, R0, ρ, and βL, βR) reads

R “ ρpβHq. (165)

If τ is the quasifree dynamics generated by H and if 10pHq “ 0, there exists a unique pτ, βq-
KMS state ω P QA whose 2-point operator has the form (165) and where the Fermi function
ρ is given by the Fermi-Dirac distribution, i.e., for all x P R,

ρpxq :“
1

1` e´x
, (166)

see [3]. Note that, in contrast to the so-called gauge-invariant case, there is a minus sign in
the exponent of (166) (see [8] for more details).

Example 42 (Ground state) If τ is the quasifree dynamics generated byH and if 10pHq “ 0,
there exists a unique τ -ground state ω P QA, the so-called Fock state, whose 2-point operator
has the form (165) with β “ 1 and

ρ :“ 1s0,8r, (167)

see [3, 6].

In the following, for all u P CT, we denote the zero set of u on Π by

Zu :“ pu ˝ κq´1
pt0uq. (168)
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For all u :“ ruisiPJ1,3K, v :“ rvisiPJ1,3K P pRT
q
3, we set uv :“

ř

iPJ1,3K uivi and u2 :“ uu, as well as
|u| :“ pu2

q
1{2. If u :“ ruisiPJ1,3K P pRT

q
3, we define ru :“ rruisiPJ1,3K P pRT

q
3, for all i P J1, 3K, by

rui :“

#

ui
|u|
, on κpZc

|u|q,

0, on κpZ|u|q,
(169)

where T c :“ TzT for all T Ď T, M c :“ ΠzM for all M Ď Π, and, for any sets A,B, any X Ď A,
and any f P BA, we use the notation fpXq :“ tfpaq | a P Xu Ď B. Furthermore, let TP pΠq
stand for the (ring of) real trigonometric polynomials on Π and set TP pTq :“ tu P RT

|u ˝ κ P
TP pΠqu. Recall that if u P TP pTq, we have u ‰ 0 if and only if

cardpZuq P N0. (170)

Let u P CT and let M Ď Π with cardpMq P N0 be the set of points in Π on which u ˝ rκ is not
differentiable (see Figure 3). Then, we define u1 : κpM c

q Ñ C, for all z P κpM c
q, by

u1pzq :“ pu ˝ rκq1pκ´1
pzqq, (171)

where the prime on the right hand side stands for the usual derivative. If u :“ ruisiPJ1,3K P

pRT
q
3, we set u1 :“ ru1isiPJ1,3K (if all the ui ˝ rκ are differentiable on a common open subset of

R). Furthermore, whenever the symbol ˘ appears several times in the same equation, the
latter stands for two equations, one of which corresponds to all the upper signs and the other
one to all the lower signs (no ”cross terms”). Finally, for all βL, βR P R satisfying (152), we
define β, δ ě 0 by

β :“
βR ` βL

2
, (172)

δ :“
βR ´ βL

2
. (173)

Next, we make use of Assumption 33 (d) which means that there is no direct coupling
between the two reservoirs, i.e., that the range of the Hamiltonian is bounded by the number
nS of sites of the configuration space ZS of the finite sample (see after (145)). This assump-
tion is physically meaningful since the coupling interaction of a real physical sample to a
thermal reservoir usually acts by short-range forces across the boundaries of the sample
(for a lattice spacing of the order of 10´10m and a sample dimension of the order of 10´3m
[see, for example, [36]], we get nS „ 107).

Proposition 43 (R/L mover 2-point operator) Let H P Lph‘2
q be a Hamiltonian satisfying

Assumption 33 (b),(d),(e). Moreover, let R P Lph‘2
q be an R/L mover 2-point operator for

H, for an initial 2-point operator R0 P Lph‘2
q, for a Fermi function ρ P BpRq, and for inverse

reservoir temperatures βL, βR P R satisfying (152). Then:

(a) There exist (a smallest) µ P J1, nSK (called the range of H) and cα,n P R for all pα, nq P
pJ0, 2K ˆ J1, µKq Y pt3u ˆ J0, µKq such that pH “ mru0sσ0 ` mrusσ P Lpph‘2

q, where, for
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all α P J0, 3K, the so-called Pauli coefficient functions u0 P TP pTq and u :“ ruisiPJ1,3K P

TP pTq3 are given, for all α P J0, 3K and all k P Π, by

uαpe
ik
q “

#

´2
ř

nPJ1,µK cα,n sinpnkq, α P J0, 2K,
c3,0 ` 2

ř

nPJ1,µK c3,n cospnkq, α “ 3.
(174)

(b) Using the following mutually exclusive, exhaustive, and non-empty cases,

Case

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

1, u0 “ 0, u ‰ 0, and uu1 “ 0,

2, u0 “ 0 and uu1 ‰ 0,

3, u0 ‰ 0 and u “ 0,

4, u0 ‰ 0, u ‰ 0, and uu1 “ 0,

5, u0 ‰ 0, uu1 ‰ 0, and u2
0 ‰ u2,

6, u0 ‰ 0 and u2
0 “ u2,

(175)

we have

r1pppHq, 1acpHq, 1scpHqs “

$

’

&

’

%

r1, 0, 0s, Case 1,
r0, 1, 0s, Cases 2-5,

r10pHq, 1´ 10pHq, 0s, Case 6,
(176)

where, in Case 6, dimpran p10pHqqq “ 8 but 10pHq ‰ 1. In particular, Assumption 33
(a) is satisfied in all cases.

(c) In Cases 2-5, we get Rpp “ 0 and, thus,

R “ ρp∆Hq. (177)

Moreover, we have pR “ mrr0sσ0`mrrsσ P Lpph‘2
q, where the Pauli coefficient functions

are specified as follows:

Cases 2,4,5 We have cardpZ|u|q P N0 and, on κpZc
|u|q,

r0 :“
1

2
pρ` ` ρ´q, (178)

r :“
1

2
pρ` ´ ρ´qru, (179)

where ρ˘ P L
8
pTq are given by

ρ˘ :“ ρ ˝ ppβ ` δsign ˝ E 1˘qE˘q, (180)

and E˘, E
1
˘ P L

8
pTq by

E˘ :“ u0 ˘ |u|, (181)
E 1˘ :“ u10 ˘ ruu1. (182)

Case 3 We have (178)-(182) on T, i.e., E˘ :“ u0 and E 1˘ :“ u10 and, hence, r0 :“
ρ ˝ ppβ ` δsign ˝ u10qu0q and r :“ 0.
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Proof. See [8]. l

Remark 44 It follows from (171) that (182) is indeed the derivative (on κpZc
|u|q in Cases 2,4,5

and (on T) in Case 3) of (181).

Remark 45 Cases 2-5 are equivalent to the condition 0 R eigpV̄ q, where V̄ stands for the
bounded extension of the so-called asymptotic velocity with respect to pH P Lpph‘2

q defined
by V Φ “ limtÑ8 e´it pHP eit pHΦ{t for all Φ P dompP q and P denotes the position operator on the
(doubled) momentum space (see [8]). In these cases, the R/L mover generator (154) reads

p∆ “ β1` δsignpV̄ q, (183)

where signpV̄ q “ mrw0sσ0 ` mrwsσ and w0 P L
8
pTq and w P L8pTq3 are given, in Cases

2,4,5, on κpZc
q, by w0 :“ psign ˝ E 1` ` sign ˝ E 1´q{2 and w :“ psign ˝ E 1` ´ sign ˝ E 1´qru{2 and,

in Case 3, on T, by the same expressions, i.e., by w0 :“ sign ˝ u10 and w :“ 0.

Remark 46 Using (127)-(130), (119), and Proposition 43 (c), the symbol ra P L8pT,C2ˆ2
q

from Proposition 31 (b) can be expressed through the Pauli coefficient functions of the Hamil-
tonian pH. In Cases 2,4,5, it explicitly reads, on κpZc

|u|q,

prap¨qq11 “
i

2
p1´ σ` ´ pRepλ2

γ`1qru1 ` Impλ2
γ`1qru2qσ´q, (184)

prap¨qq12 “
p´1qγ

2
pru3 ` ipRepλ2

γ`1qru2 ´ Impλ2
γ`1qru1qqσ´, (185)

prap¨qq21 “
p´1qγ`1

2
pru3 ´ ipRepλ2

γ`1qru2 ´ Impλ2
γ`1qru1qqσ´, (186)

prap¨qq22 “
i

2
p1´ σ` ` pRepλ2

γ`1qru1 ` Impλ2
γ`1qru2qσ´q, (187)

where the functions σ˘ P L
8
pTq are defined by

σ˘ :“ ρ ˝ ppβ ` δsign ˝ pu10 ` ruu1qqpu0 ` |u|qq ˘ ρ ˝ ppβ ` δsign ˝ pu10 ´ ruu1qqpu0 ´ |u|qq. (188)

In Case 3, we have prap¨qq11 “ prap¨qq22 “ ip1 ´ 2ρ ˝ ppβ ` δsign ˝ u10qu0qq{2 and prap¨qq12 “

prap¨qq21 “ 0 on T.

In the following, we write E :“ E` and E 1 :“ E 1` for (181)-(182).
We now arrive at our desired result. It identifies the limit for infinite string length of the

von Neumann entropy density in a general quasifree R/L mover state.

Theorem 47 (R/L mover entropy asymptotics) Let H P Lph‘2
q be a Hamiltonian satisfy-

ing Assumption 33 (b),(d),(e) and let the Pauli coefficient functions u0 P TP pTq and u P

TP pTq3 of pH P Lpph‘2
q satisfy the conditions of Cases 2-5. Moreover, let R P Lph‘2

q be
an R/L mover 2-point operator for H, for an initial 2-point operator R0 P Lph‘2

q, for a Fermi
function ρ P BpRq, and for inverse reservoir temperatures βL, βR P R satisfying (152), and let
ω P QA be the R/L mover induced by R. Finally, let Λ “ tx1, . . . , xνu P FinpZq with ν ě 2 be
such that x1 ă . . . ă xν and let tQiuiPJ1,νK Ď h‘2 be a Fermi system over Λ which satisfies
Assumption 28 (b). Then:
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(a) The von Neumann entropy SΛ of the reduced density matrix RΛ P C2
ν
ˆ2

ν

depends only
on the length ν of the string Λ “ Jx1, xνK and, hence, we denote it by Sν .

(b) For ν Ñ 8, we have

Sν “ s8ν ` opνq, (189)

where the asymptotic density s8 ě 0 has the form

s8 :“
ÿ

αPtL,Ru

ż

Πα

dk

2π
rηp2OdpρqpβαEpe

ik
qqq, (190)

and where the sets ΠL,ΠR PMpΠq are defined as follows:

Cases 2,4,5 We have

ΠL :“ tk P Zc
|u| |E

1
peik
q ă 0u, (191)

ΠR :“ tk P Zc
|u| |E

1
peik
q ą 0u. (192)

Case 3 We have (191)-(192) on Π, i.e.,

ΠL :“ tk P Π |u10pe
ik
q ă 0u, (193)

ΠR :“ tk P Π |u10pe
ik
q ą 0u. (194)

Remark 48 Since u2
P TP pTq and since Z|u| “ Z

u
2, (170) yields cardpZ|u|q P N0 in Cases

2,4,5. Hence, since (171), Remark 44, and (182) yield that ϕ :“ E 1 ˝κ˝ ιZc|u| P CpZ
c
|u|q, the set

ΠL “ ϕ´1
ps´8, 0rq is open relative to Zc

|u| and, since Zc
|u| PMpΠq, we indeed get ΠL PMpΠq

(and the same holds for ΠR “ ϕ´1
ps0,8rq). In Case 3, we have ψ :“ u10 ˝ κ P CpΠq and,

analogously, ΠL “ ψ´1
ps ´ 8, 0rq and ΠR “ ψ´1

ps0,8rq are open relative to Π P MpΠq.
Finally, in Cases 2,4,5, we set

Π0 :“ tk P Zc
|u| |E

1
peik
q “ 0u, (195)

and we note that, due to (182), cardpΠ0q Ď ZQ, where Q :“ u120 u
2
´ puu1q2 P TP pTq and

Q ‰ 0 in Cases 2,4,5 (see [8]). Hence, cardpΠ0q P N0 and Π0 does not contribute to (190).
In Case 3, we set Π0 :“ tk P Π |u10pe

ik
q “ 0u. Since u10 ‰ 0 (due to u0 ‰ 0 and (174))

and since u10 P TP pTq, we again get cardpΠ0q P N0 (and cardpΠ0q ě 2 due to (174) and the
Sturm-Hurwitz theorem).

Remark 49 Let α P tL,Ru be fixed. Since pβαEq ˝ rκ P CbpRq Ď BpRq, since ρ P BpRq implies
that 2Odpρq P BpRq, and since rη P C0pRq, we have ψ ˝ rκ P BpRq (see [8]), where we set
ψ :“ rη ˝ p2Odpρqq ˝ pβαEq. Hence, we know that ψ ˝ rκ is pMpRq,MpRqq-measurable which
implies that ψ ˝ κ is pMpΠq,MpRqq-measurable. Since ψ is bounded, we have ψ P L8pTq
and the integral in (190) is well-defined.
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Proof. (a) Using (111), the evenness of (103), specpImpΩqq “ t˘iλi{2uiPJ1,νK again from
Proposition 26, and 2iImpΩq “ 2iT

ra,ν “ Tb,ν from Proposition 31 (c), where the symbol
b P L8pT,C2ˆ2

q is defined by b :“ 2ira “ 2a´ 12, we have

SΛ “
ÿ

iPJ1,νK

rηpλiq

“
ÿ

iPJ1,νK

rηpλiq ` rηp´λiq

2

“
1

2

ÿ

λPspecpTb,νq

rηpλq, (196)

and, due to (127)-(130), the symbol b is independent of the position of the string (i.e., without
loss of generality, we can choose xi “ i for all i P J1, νK for example).

(b) Due to (142)-(144) and since λ̄γ “ λγ`1 for all λ P T and all γ P J1, 2K (see after (130)),
(136)-(139) imply that the symbol a P L8pT,C2ˆ2

q is selfadjoint, i.e., papzqq˚ “ apzq for almost
all z P T, and, thus, so is the symbol b “ 2a ´ 12. Moreover, we have rη P C0pRq and, hence,
all the assumptions for the applicability of Szegős first limit theorem for block symbols are
satisfied (see, for example, [10]). Therefore, using this theorem, we can write

s8 :“ lim
νÑ8

Sν
ν

“
1

2

ż π

´π

dk

2π
speik

q, (197)

where the integrand s P L8pTq is defined by

s :“ tr ˝ rη ˝ b, (198)

and where the definition of rη ˝ b P pC2ˆ2
q
T is based on the spectral theorem as discussed

before Definition 24. Proceeding as in Remark 25, using (127)-(130), the relation between
the standard basis and the Pauli basis given by r11 “ r0`r3, r12 “ r1´ ir2, r21 “ r1` ir2,r22 “

r0 ´ r3, and (178)-(179), we get

s “
ÿ

αPJ1,2K

rη ˝
´

r11 ` r22 ´ 1` p´1qα
b

pr11 ´ r22q
2
` 4|r12|

2
¯

“
ÿ

αPJ1,2K

rη ˝ p2pr0 ` p´1qα|r|q ´ 1q

“
ÿ

αPJ1,2K

rη ˝ pρ` ` ρ´ ` p´1qα|ρ` ´ ρ´| ´ 1q. (199)

Plugging (180) into (199), separating the contributions with respect to the sign of the modulus
term, and regrouping symmetrically, (197) becomes

s8 “
1

2

ż π

´π

dk

2π
rηp2ρ`pe

ik
q ´ 1q `

1

2

ż π

´π

dk

2π
rηp2ρ´pe

ik
q ´ 1q. (200)
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Since, due to (174), we have, for almost all z P T,

E´pz̄q “ ´E`pzq, (201)
E 1´pz̄q “ E 1`pzq, (202)

(156), (110), and a parity variable transformation in momentum space yields that the second
integral on the right hand side of (200) equals the first one and, using again (156), we get

s8 “

ż π

´π

dk

2π
rηp2Odpρqppβ ` δsignpE 1`pe

ik
qqqE`pe

ik
qqq. (203)

Separating the contributions with respect to the sign of the sign ˝ E 1` term, (203) takes the
form (190) with (191)-(192) in Cases 2,4,5 and with (193)-(194) in Case 3. l

Remark 50 Since 1acpHq “ 1 in Cases 2-5, if βL “ βR “ 1, we get ∆ “ 1 due to (154) and
the fact that PL ` PR “ 1acpHq (see [8]). Hence, (177) yields

R “ ρpHq, (204)

and (203) leads to the asymptotic density

s8 “

ż π

´π

dk

2π
rηp2OdpρqpEpeik

qqq. (205)

Remark 51 In applications (see, for example, Example 53 below or the more general Suzuki
models in [8]), one often encounters the situation, where

u0 “ 0. (206)

This special case occurs if and only if rH, ξσ3s “ 0 (see [8]), where the parity operator in
position space ξ P Lphq is defined by pξfqpxq :“ fp´xq for all f P h and all x P Z. If (206)
holds, (201)-(202) yield, for almost all z P T,

Epz̄q “ Epzq, (207)
E 1pz̄q “ ´E 1pzq. (208)

Hence, making a parity variable transformation in momentum space in (203), writing (203) as
half the sum of (203) plus the parity transformed integral (203), using that β` δsignpE 1pz̄qq “
β ´ δsignpE 1pzqq for almost all z P T, and regrouping with respect to the sign of the sign ˝ E 1

term, we get

s8 “
1

2

ÿ

αPtL,Ru

ż π

´π

dk

2π
rηp2OdpρqpβαEpe

ik
qqq. (209)
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Remark 52 Let the Fermi function be given by the Fermi-Dirac distribution (166). Then,
since 2Odpρqpxq “ tanhpx{2q for all x P R, (190) becomes

s8 “
ÿ

αPtL,Ru

ż

Πα

dk

2π
ηptanhpβαEpe

ik
q{2qq. (210)

Since | tanhpβαEpzq{2q| ď tanhpβα}E}L8pTq{2q ď tanhpβα
ř

βPJ0,3K }uβ}L8pTq{2q “: aα ă 1 for
all α P tL,Ru and all z P T and, since, for all a P s0, 1r, we have ηpxq ě ηpaq ą 0 for all
x P r´a, as Ď s´ 1, 1r (see Figure 2), we get the simple lower bound

s8 ě
ÿ

αPtL,Ru

ηpaαq|Πα|B

ą 0, (211)

where we used that ΠL,ΠR PMpΠq due to Remark 48 and that
ř

αPtL,Ru |Πα|B “ 2π.

Example 53 (XY model) For the case of the XY model (see Remark 2), the Pauli coefficient
functions (174) read, for all k P Π,

u0pe
ik
q “ 0, (212)

u1pe
ik
q “ 0, (213)

u2pe
ik
q “ ´2c2,1 sinpkq, (214)

u3pe
ik
q “ c3,0 ` cospkq, (215)

where c2,1, c3,0 P R (in the notation of (1) and (15), we have c2,1 “ ´γ{2 and c3,0 “ ´λ).
Hence, (209) and Remark 52 imply that for the XY NESS discussed in the Introduction, i.e.,
for the R/L mover whose Hamiltonian is specified by (212)-(215) and whose Fermi function
is given by (166), we have

s8 “
1

2

ÿ

αPtL,Ru

ż π

´π

dk

2π
ηptanhpβαEpe

ik
q{2qq, (216)

where, for all k P Π,

Epeik
q “ |u|peik

q

“

b

pc3,0 ` cospkqq2 ` 4c2
2,1 sin2

pkq, (217)

see Figure 5. As in Remark 52 (and using the notation from there), we can write that
s8 ě π

ř

αPtL,Ru ηpaαq, i.e., s8 ą 0 (see [7] and remarks therein). If the inverse reservoir
temperatures are both equal to some β, (216) yields the asymptotic density of the thermal
equilibrium state at inverse temperature β (see Example 41 and Remark 50).

In the following, for all α P tL,Ru, let L8pΠαq denote the space of all equivalence
classes of functions ϕ P CΠα which are pMpΠαq,MpRqq-measurable and almost everywhere
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-π -π/2 -a 0 a π/2 π
b

1/2

1

2

Figure 5: The function (217) for c2,1 “ 1{50 and c3,0 “ 1{2. We have a “ arccosp625{1248q «

1.05 and b “ Epeia
q “

a

1871{39{200 « 0.03.

bounded with respect to | ¨ |B. Moreover, for all α P tL,Ru and all inverse reservoir tempera-
tures βL, βR P R satisfying (152), we define the function ϕα P L

8
pΠαq by

ϕα :“ pβαEq ˝ κ ˝ ιΠα , (218)

and the sets S˘α ,Σα Ď R by

S˘α :“ t˘ϕαpkq | k P Παu, (219)

Σα :“
ď

σPt˘u

Sσα. (220)

Moreover, the set Σ Ď R is defined by

Σ :“
ď

αPtL,Ru

Σα. (221)

In Remark 52 and Example 53, the asymptotic density is strictly positive. It’s vanishing
can be characterized as follows.

Corollary 54 (Vanishing asymptotic density) Let the assumptions of Theorem 47 hold.
Then, s8 “ 0 if and only if there exists M PMpRq such that, for almost all x P Σ,

ρpxq “ 1Mpxq. (222)

Proof. Let us first suppose that s8 “ 0. Since, due to (190), we have

s8 “
ÿ

αPtL,Ru

}rη ˝ p2Odpρqq ˝ ϕα}L8pΠαq, (223)

we get, for all α P tL,Ru, that rη ˝ p2Odpρqq ˝ ϕαpkq “ 0 for almost all k P Πα, i.e., there
exists C 1α PMpΠαq with |C 1α|B “ 0 such that Cα :“ tk P Πα | rη ˝ p2Odpρqq ˝ ϕαpkq ‰ 0u Ď C 1α.
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Moreover, for all α P tL,Ru, the sets A˘α Ď Πα and B˘α Ď R are defined by (see (218)-(219))

A˘α :“ tk P Πα | ρp˘ϕαpkqq R t0, 1uu, (224)

B˘α :“ tx P S˘α | ρpxq R t0, 1uu, (225)

and, from now on, let α P tL,Ru be fixed. Note first that, for all k P Πα, we have k P ΠαzA
´
α

if and only if 1 ´ ρpϕαpkqq “ ρp´ϕαpkqq P t0, 1u (due to (156)), i.e., if and only if k P ΠαzA
`
α .

Hence, we get A´α “ A`α and, in the following, we write Aα :“ A`α . Moreover, for all k P Πα,
we have k P ΠαzAα if and only if ρpϕαpkqq P t0, 1u if and only if 2ρpϕαpkqq ´ 1 P t´1, 1u,
i.e., if and only if |2Odpρqpϕαpkqq| “ 1 (because 2Odpρqpxq “ 2ρpxq ´ 1 for all x P R due to
(156)). Hence, since |2Odpρqpxq| ď 1 for all x P R (because 0 ď ρpxq ď 1 for all x P R due
to (155)-(156)) and since rηpxq “ 0 if and only if |x| ě 1 (see Figure 2), we have k P ΠαzAα if
and only if k P ΠαzCα, i.e., we get Cα “ Aα. Next, since

Aα “ Πα X pρ ˝ pβαEq ˝ rκq
´1
pRzt0, 1uq, (226)

since ρ P BpRq and pβαEq ˝ rκ P CbpRq Ď BpRq, since Rzt0, 1u PMpRq, and since Πα PMpRq
(see Remark 48), we get Aα PMpΠαq “ tM Ď Πα |M PMpRqu. Therefore, due to the fact
thatMpΠαq Q Aα “ Cα Ď C 1α PMpΠαq with |C 1α|B “ 0, we also have

|Aα|B “ 0. (227)

Next, let us discuss the Cases 2,4,5 and Case 3 separately.
Cases 2,4,5 Recall that, in theses cases, we have cardpZ|u|q P N0 and cardpΠ0q P N0

with Π0 Ď ΠzZ|u|. Hence, there exists n P N0 and tkjujPJ0,n`1K Ď Π Y t´πu satisfying k0 :“
´π ă k1 ă . . . ă kn`1 :“ π such that

Πzptπu Y Z|u| Y Π0q “
ď

jPJ0,nK

Kj, (228)

where we set Kj :“ pkj, kj`1q for all j P J0, nK. Since E 1 ˝ κ ˝ ιZc|u| P CpZ
c
|u|q (see Remark

48), (228) yields that, for all j P J0, nK, either Kj Ď ΠL or Kj Ď ΠR. Hence, due to (228), if
Πα ‰ H (note that ΠzpZ|u| Y Π0q “ ΠL Y ΠR), there exists m P J0, nK such that

Παztπu “
ď

lPJ0,mK

Kjl
. (229)

Since S˘α “ p˘ϕαqpΠαq due to (219), (229) yields S˘α “ t˘ϕαpπquY
`
Ť

lPJ0,mKp˘ϕαqpKjl
q
˘

if π P
Πα and S˘α “

Ť

lPJ0,mKp˘ϕαqpKjl
q if π R Πα. Moreover, since p˘ϕαqpKjl

q Ď pp˘βαEq ˝ κqpK̄jl
q

for all l P J0,mK, where p˘βαEq ˝ κ P CpΠq (and M̄ denotes the closure of any M Ď R), and
since the continuous image of a compact set is a compact set and the continuous image of
an interval is an interval, p˘ϕαqpKjl

q is a bounded closed, half-open or open interval for all
l P J0,mK, i.e., we get p˘ϕαqpKjl

q PMpRq for all l P J0,mK and, hence, S˘α PMpRq.
Now, due to (225), we also have B˘α “ p˘ϕαqpAαq. In order to show that B˘α PMpS˘α q “

tM Ď S˘α |M P MpRqu (since S˘α P MpRq), we want to make use of the Lusin-Souslin
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theorem (see, for example, [26]) for the sets Aα,l :“ Aα XKjl
PMpΠq for all l P J0,mK and (if

π P Πα) for Aα,π :“ AαXtπu PMpΠq. To this end, note that, since R is a Polish space (i.e., a
separable completely metrizable topological space) and since a topological subspace (with
respect to the induced topology) of a Polish space is Polish if and only if it is a Gδ set (i.e., a
countable intersection of open sets), Π is Polish. Moreover, ψα :“ p˘βαEq˝κ P CpΠq and, for
any fixed Dα P pp

Ť

lPJ0,mKtAα,luq Y tAα,πuq, the function ψα ˝ ιDα is injective since p˘βαEq
1
pzq

exists for all z P κpZc
|u|q and (see (191)-(192))

E 1pκpΠLqq ă 0, (230)
E 1pκpΠRqq ą 0. (231)

Therefore, the Lusin-Souslin theorem yields ψαpDαq PMpRq and, since Aα “ AαXΠα, (229)
leads to B˘α “ p˘ϕαqpAα X Παq PMpS˘α q.

Next, we want to show that |B˘α |B “ 0. To this end, note first that, due to (227), for any
ε ą 0, there exists a sequence of compact intervals Ij Ď R for all j P N such that Aα Ď

Ť

jPN Ij
and

ř

jPN |Ij|B ď ε. Moreover, since |E 1pzq| ď |u10pzq| ` |u
1
pzq| for all z P κpZc

|u|q due to (182)
(and the Cauchy-Schwarz inequality), there exists c ą 0 such that, for all z P κpZc

|u|q,

|E 1pzq| ď c, (232)

where we used that u1β P TP pTq for all β P J0, 3K and c :“
ř

βPJ0,3K }u
1
β}L8pTq. Hence, since

B˘α “ p˘ϕαqpAαq Ď
Ť

jPN
rψαpIjq, where rψα :“ p˘βαEq ˝ rκ P CpRq, and since the continuous

image of a compact interval is a compact interval, B˘α has a sequential covering by compact
intervals in R. Moreover, for any fixed j P N, there exists rj P N0 and txj,lulPJ0,rj`1K Ď Ij
satisfying xj,0 :“ minpIjq ă xj,1 ă . . . ă xj,rj`1 :“ maxpIjq such that

I̊j X pRz rZ|u|q “
ď

lPJ0,rjK

Ij,l, (233)

where rZ|u| :“ p|u| ˝ rκq´1
pt0uq (note that cardp rZ|u| X Ijq P N0 for all j P N) and where Ij,l :“

pxj,l, xj,l`1q for all l P J0, rjK (and M̊ denotes the interior of any M Ď R). Hence, for all
l P J0, rjK, using the mean value theorem and (232) for the function rψα ˝ ιĪj,l P CpĪj,lq, we get
| rψαpxq ´ rψαpyq| ď c|x ´ y| for all x, y P Īj,l and, hence, | rψαpIjq|B ď c

ř

lPJ0,rjK
|Ij,l|B “ c|Ij|B.

Therefore,
ř

jPN |
rψαpIjq|B ď cε, i.e., we arrive at |B˘α |B “ 0.

Case 3 Recall that, in this case, we have E “ u0, E
1
“ u10, ΠL “ tk P Π |u10pe

ik
q ă 0u,

ΠR “ tk P Π |u10pe
ik
q ą 0u, and Π0 “ tk P Π |u10pe

ik
q “ 0u. We again have S˘α PMpRq since

cardpΠ0q P N (see Remark 48), since (229) holds (due to u10 ˝ κ P CpΠq), since (219) again
yields the decomposition given after (229), and since p˘βαu0q˝κ P CpΠq. As forB˘α PMpS˘α q,
we again proceed as for Cases 2,4,5 by noting that ψα “ p˘βαu0q ˝ κ P CpΠq and that (230)-
(231) become u10pκpΠLqq ă 0 and u10pκpΠRqq ą 0, respectively. As for |B˘α |B “ 0, we note that
u0 is differentiable everywhere on R (so we do not need the decomposition (233)) and that,
instead of (232), we have |u10pzq| ď c for all z P T, where c :“ }u10}L8pTq. In order to arrive at
the conclusion, we again proceed analogously.
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Summarizing, we get S˘α PMpRq, B˘α PMpS˘α q, and |B˘α |B “ 0 for all Cases 2-5. Hence,
since tx P Σα | ρpxq R t0, 1uu “

Ť

σPt˘uB
σ
α for all α P tL,Ru and, hence, Σ0 :“ tx P Σ | ρpxq R

t0, 1uu “
Ť

αPtL,Ru

Ť

σPt˘uB
σ
α PMpRq, we arrive at

|Σ0|B ď
ÿ

αPtL,Ru

ÿ

σPt˘u

|Bσ
α|B, (234)

i.e., |Σ0|B “ 0. Moreover, since ρ P BpRq, since t1u PMpRq, and since Σ PMpRq, the set
M Ď R, defined by

M :“ ρ´1
pt1uq X Σ, (235)

satisfies M PMpRq. Hence, we get (222).
Finally, the converse statement follows from (223) by plugging (222) into (223) and by

using the fact that rηp˘1q “ 0. l

Remark 55 Since we know that specp pHq “
Ť

kPΠtE`pe
ik
q, E´pe

ik
qu (see [8]) and since, due to

(201), we have
Ť

kPΠtE´pe
ik
qu “

Ť

kPΠtE´pe
´ik
qu “

Ť

kPΠt´E`pe
ik
qu, the spectrum becomes

specp pHq “
ď

kPΠ

t˘Epeik
qu. (236)

Hence, the set specp pHqzp
Ť

αPtL,Ru β
´1
α Σαq consists of finitely many points only.

As an important example, we consider the following class of states.

Example 56 (Ground state) Let ω P QA be a ground state from Example 42. Hence, since
s0,8rPMpRq and since ρpxq “ 1s0,8rpxq for all x P R , Corollary 54 yields

s8 “ 0. (237)

A Toeplitz operators

In this appendix, we provide the basic definitions in position and momentum space of the
block Toeplitz operators used in the preceding sections (see, for example, [10, 11]).

First, for all D Ď C, all n,m P N, and all a P pCnˆm
q
D, we define the entry functions

paqij P CD by paqij :“ pap¨qqij for all i P J1, nK and all j P J1,mK (see the beginning of Section
2) and, if m “ 1, we set paqi :“ paqi1 for all i P J1, nK.
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Over position configuration space Z, we set

`2
pZ,C2

q :“ tF P pC2
q
Z
| pF qi P h for all i P J1, 2Ku, (238)

`2
pNq :“

!

f P CN
ˇ

ˇ

ˇ

ÿ

nPN
|fpnq|2 ă 8

)

, (239)

`2
pN,C2

q :“ tF P pC2
q
N
| pF qi P `

2
pNq for all i P J1, 2Ku, (240)

r`2
pN0q :“ tf P h | fpxq “ 0 for all x P Z with x ď ´1u, (241)

r`2
pN0,C2

q :“ tF P `2
pZ,C2

q | pF qi P r`
2
pN0q for all i P J1, 2Ku, (242)

`2
pZ,C2ˆ2

q :“ tα P pC2ˆ2
q
Z
| pαqij P h for all i, j P J1, 2Ku. (243)

Equipped with the scalar products given, for (238), by pF,Gq
`
2
pZ,C2

q
:“

ř

xPZpF pxq, GpxqqC2 for
all F,G P `2

pZ,C2
q (see after (6)), for (239), by pf, gq

`
2
pNq :“

ř

nPN f̄pnqgpnq for all f, g P `2
pNq,

for (240), by pF,Gq
`
2
pN,C2

q
:“

ř

nPNpF pnq, GpnqqC2 for all F,G P `2
pN,C2

q, a direct check yields
that (238)-(240) become complex Hilbert spaces and (241) and (242) closed subspaces of
h and `2

pZ,C2
q, respectively. Here, for all n P N, we denote the usual complex Euclidean

scalar product on Cn by px, yqCn :“
ř

iPJ1,nK x̄iyi for all x :“ rxisiPJ1,nK, y :“ ryisiPJ1,nK P Cn and
the corresponding induced norm by } ¨ }Cn.

Let’s now turn to momentum configuration space T and let Φ P pC2
q
T be fixed and satisfy

şπ

´π
dk{p2πq }Φpeik

q}
2

C2 ă 8. We say that Ψ P pC2
q
T is L2

pT,C2
q-equivalent to Φ if pΨqi P

rpΦqis P ph for all i P J1, 2K (where the square brackets r¨s stand for the equivalence class in
ph, see the beginning of Section 5). Since L2

pT,C2
q-equivalence also defines an equivalence

relation, we again denote by rΦs the equivalence class of Φ and we set

L2
pT,C2

q :“ trΦs |Φ P pC2
q
T with rpΦqis P ph for all i P J1, 2Ku. (244)

Omitting, as usual, the square brackets for the equivalence classes in ph and L2
pT,C2

q, we
write the right hand side of (244) as tΦ P pC2

q
T
| pΦqi P ph for all i P J1, 2Ku. Equipped with

the scalar product pΦ,Ψq
L

2
pT,C2

q
:“

şπ

´π
dk{p2πq pΦpeik

q,Ψpeik
qqC2 “

ř

iPJ1,2KppΦqi, pΨqiqph for all
Φ,Ψ P L2

pT,C2
q, (244) becomes a Hilbert space. Moreover, let us define (abusing notation

analogously)

H2
pTq :“ tϕ P ph | qϕ P r`2

pN0qu, (245)

H2
pT,C2

q :“ tΦ P L2
pT,C2

q | pΦqi P H
2
pTq for all i P J1, 2Ku, (246)

L8pT,C2ˆ2
q :“ ta P pC2ˆ2

q
T
| paqij P L

8
pTq for all i, j P J1, 2Ku, (247)

where we recall from Section 5 that qϕ “ f˚ϕ P h for all ϕ P ph. Note that the so-called Hardy
spaces (245) and (246) are closed subspaces of ph and L2

pT,C2
q, respectively. Moreover,

the elements of (247) are called block symbols and (247) is a C˚-algebra with respect to
(the pointwise complex scalar multiplication, addition, matrix multiplication, and conjugate
transposition, and) the norm defined, for all a P L8pT,C2ˆ2

q, by

}a}
L
8
pT,C2ˆ2

q
:“ ess sup

zPT
}apzq}LpC2

q
, (248)
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where ess sup stands for the essential supremum and } ¨ }LpC2
q

is the operator norm on the
Hilbert space C2 (see the beginning of Section 2) equipped with the complex Euclidean
scalar product. In order to be able to define the Toeplitz operators on position and momen-
tum space, we make use of the canonical injection (see the beginning of Section 3)

ι : H2
pTq ãÑ ph, (249)

and we denote by P P Lpphq the usual Riesz projection, i.e., the orthogonal projection from ph
onto H2

pTq.
Moreover, we define Γ P Lpph‘2, L2

pT,C2
qq by pΓpϕ1 ‘ ϕ2qqi :“ ϕi for all ϕ1 ‘ ϕ2 P

ph‘2 and
all i P J1, 2K and we note that Γ is unitary with inverse Γ˚Φ “ pΦq1 ‘ pΦq2 for all Φ P L2

pT,C2
q

(using again the notation from the beginning of Section 2). Analogously, we define the unitary
operator Υ P Lph‘2, `2

pZ,C2
qq by pΥpf1 ‘ f2qqi :“ fi for all f1 ‘ f2 P h

‘2 and all i P J1, 2K with
inverse Υ˚F “ pF q1‘pF q2 for all F P `2

pZ,C2
q and we have pΥpf1‘f2qqi “ f˚pΓpf12qpf1‘f2qqi

for all f1 ‘ f2 P h‘2 and all i P J1, 2K. Moreover, we define υ0 P Lpr`2
pN0q, `

2
pNqq and Υ0 P

Lpr`2
pN0,C2

q, `2
pN,C2

qq by pυ0fqpnq :“ fpn ´ 1q for all f P r`2
pN0q and all n P N and by

pΥ0F qpnq :“ F pn´1q for all F P r`2
pN0,C2

q and all n P N, respectively (and we again note that
υ0 and Υ0 are unitary). Finally, recall the multiplication operator mrus P Lpphq for all u P L8pTq
from (117).

The block Toeplitz operators on position and momentum space are defined as follows
(see Figure 6).

Definition/Proposition 57 (Block Toeplitz operators) Let a be a block symbol, i.e., a P
L8pT,C2ˆ2

q. Then, on momentum space:

(a) The block Toeplitz operator rpT rpaqijssi,jPJ1,2K P LpH2
pTq‘2

q is defined by pT rpaqijs :“
Pmrpaqijs ˝ ι for all i, j P J1, 2K.

(b) Setting mras :“ Γrmrpaqijssi,jPJ1,2KΓ
˚
P LpL2

pT,C2
qq, we have pmrasΦqpzq “ apzqΦpzq

for all Φ P L2
pT,C2

q and almost all z P T. The block Toeplitz operator pT ras :“
ΓpP12qΓ

˚mras ˝ ι P LpH2
pT,C2

qq reads, for all Φ P H2
pT,C2

q and all i P J1, 2K,

ppT rasΦqi “ P pmrasΦqi. (250)

And, on position space:

(c) Defining rqmrpaqijssi,jPJ1,2K P Lph‘2
q by qmrpaqijs :“ f˚mrpaqijsf P Lphq for all i, j P J1, 2K,

we have qmrpaqijsf “ paqij ˚ f for all f P h, where a ˚ f :“
ř

yPZ qap¨ ´ yqfpyq for all
f P h. The block Toeplitz operator rT rpaqijssi,jPJ1,2K P Lp`2

pNq‘2
q is defined by T rpaqijs :“

υ0
qP qmrpaqijs ˝qιυ

˚
0 for all i, j P J1, 2K (where qι : r`2

pN0q ãÑ h is the canonical injection), i.e.,
for all f P `2

pNq and all n P N,

pT rpaqijsfqpnq “
ÿ

mPN

|paqijpn´mqfpmq. (251)
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h‘2 `2
pZ,C2

q L2
pT,C2

q ph‘2

`2
pNq‘2

r`2
pN0q

‘2
r`2
pN0,C2

q `2
pN,C2

q H2
pT,C2

q H2
pTq‘2

h‘2 `2
pZ,C2

q L2
pT,C2

q ph‘2

h‘2 `2
pZ,C2

q L2
pT,C2

q ph‘2

`2
pNq‘2

r`2
pN0q

‘2
r`2
pN0,C2

q `2
pN,C2

q H2
pT,C2

q H2
pTq‘2

qP12

Υ

f12

P12

Γ

rT rpaqijss

qι12

υ012 Υ0

T ras pT ras

ι12

rpT rpaqijssr qmrpaqijss

Υ

qmras mras rmrpaqijss

Γ

qP12

Υ

P12

Γ

υ012

pf ˝ ι̌q12

Υ0

Figure 6: The commutative diagram for the action of the Toeplitz operator with symbol a P
L8pT,C2ˆ2

q in position space and in momentum space.

(d) Setting qmras :“ Υrqmrpaqijssi,jPJ1,2KΥ
˚
P Lp`2

pZ,C2
qq, we have pqmrasF qpxq “

ř

yPZ qapx ´

yqF pyq for all F P `2
pZ,C2

q and all x P Z, where qa P `2
pZ,C2ˆ2

q is defined by pqaqij :“
|paqij for all i, j P J1, 2K. The block Toeplitz operator T ras :“ Υ0Υp qP12qΥ

˚
qmrasΥ˚

0 P

Lp`2
pN,C2

qq reads, for all F P `2
pN,C2

q and all n P N,

pT rasF qpnq “
ÿ

mPN

qapn´mqF pmq. (252)

Proof. Note that texuxPZ and tenunPN0
are orthonormal bases of ph and H2

pTq, respectively.
Also note that P ex “ 1N0

pxqex for all x P Z and that the discrete convolution a ˚ f is well-
defined for all a P L8pTq and all f P h since qapx ´ yq “ pex,mraseyq for all x, y P Z. Using
Figure 6, several direct computations lead to all of the assertions. l

For the following, for all N P N, we define (as in (242))

r`2
pJ1, NK,C2

q :“ tF P `2
pN,C2

q | pF qipnq “ 0 for all n P NzJ1, NK and all i P J1, 2Ku. (253)

For all N P N, we define the orthogonal projection PN P Lp`2
pN,C2

qq from `2
pN,C2

q onto
r`2
pJ1, NK,C2

q, for all F P `2
pN,C2

q and all n P N, by

pPNF qpnq :“ 1J1,NKpnqF pnq, (254)
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`2
pN,C2

q

r`2
pJ1, NK,C2

q C2N

`2
pN,C2

q

`2
pN,C2

q

r`2
pJ1, NK,C2

q C2N

PN

ΘN

TN rasT ras

PN

ΘN

Figure 7: The finite section method for N P N applied to the block Toeplitz operator T ras with
block symbol a P L8pT,C2ˆ2

q from (252) (see also Figure 6).

and ΘN P Lpr`2
pJ1, NK,C2

q,C2N
q by pΘNF q2n´1 :“ pF pnqq1 and pΘNF q2n :“ pF pnqq2 for all

F P r`2
pJ1, NK,C2

q and all n P J1, NK (and ΘN is unitary with respect to the complex Euclidean
scalar product on C2N ). Finally, for all n P N and all X P Cnˆn, we denote by mX P LpCn

q the
operator induced by X, i.e., mXv :“ Xv for all v P Cn.

We next turn to the so-called finite section method which projects the Toeplitz operator
(252) onto the subspace r`2

pJ1, NK,C2
q of `2

pN,C2
q of dimension 2N .

Proposition 58 (Finite section method) For all block symbols a P L8pT,C2ˆ2
q and all N P

N, the (N -) finite section TN ras P LpC2N
q of the block Toeplitz operator T ras P Lp`2

pN,C2
qq is

defined by

TN ras :“ ΘNPNT rasΘ
˚
N , (255)

see Figure 7. For all N P N, we have TN ras “ mTa,N
, where the so-called block Toeplitz

matrix Ta,N P C2Nˆ2N is defined by

Ta,N :“

»

—

—

—

—

—

–

a0 a´1 a´2 . . . a´pN´1q

a1 a0 a´1 . . . a´pN´2q

a2 a1 a0 . . . a´pN´3q

...
...

...
. . .

...
aN´1 aN´2 aN´3 . . . a0

fi

ffi

ffi

ffi

ffi

ffi

fl

, (256)

and where we set ax :“ qapxq P C2ˆ2 for all x P Z (i.e., paxqij “ pqapxqqij “ pqaqijpxq “ |paqijpxq
for all x P Z and all i, j P J1, 2K).

Proof. Using that ppΘ˚
Nvqpnqqi “ v2n´δi1

for all v “ rvjsjPJ1,2NK P C2N and all i P J1, 2K and that,
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for all n,m P J1, NK,

pTa,Nq2n´12m´1 :“ pan´mq11, (257)
pTa,Nq2n´12m :“ pan´mq12, (258)
pTa,Nq2n2m´1 :“ pan´mq21, (259)
pTa,Nq2n2m :“ pan´mq22, (260)

a direct computation leads to the assertion. l
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