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ABSTRACT. The N -particle Schrödinger operator H(K), K ∈
(−π, π]d, K being the total quasi-momentum, with short-range pair
potentials on lattice Zd, d ≥ 1, is considered. For fixed total quasi-
momentum K , the structure of H(K) ’s essential spectrum is described
and the analogue of the Hunziker – van Winter – Zhislin (HVZ) theorem
is proved.

INTRODUCTION

In the sixties, fundamental results on the essential spectrum of the many-
particle continuous Schrödinger operators were obtained by Hunziker[1],
van Winter [11], Zhislin[12]. The theorem describing the essential spec-
trum for a system of many particles was named the HVZ theorem in honor
of these three authors. It affirms that the essential spectrum of an N -
particle Hamiltonian (after separating off the free center-of-mass motion)
is bounded below by the lowest possible energy which two independent
subsystems can have. Since then the result was generalized in many ways
(see [2, 4, 6, 14, 17, 23] and for more extensive references [16]).

For the multiparticle Chandrasekhar operators the HVZ theorem was
proved in [18]. The HVZ theorem for atomic Brown-Ravenhall operators
in the Born-Oppenheimer approximation was obtained in [19, 20, 21] in
terms of two-cluster decompositions. In [22], the HVZ theorem is proved
for a wide class of models which are obtained by projecting of multiparti-
cle Dirac operators to subspaces dependent on the external electromagnetic
field.

In the continuous case one method of proving the HVZ theorem is the
use of the diagrammatic techniques and the Weinberg-Van Winter equations
through the theory of integral equations of Hilbert Schmidt kernel (see e.g.
[3, 11, 1, 16]). Another set of equations for the resolvent are the Faddeev-
Yakubovky equations [24, 25]. These equations became the base for the
creation of new computing techniques in nuclear and atomic physics. Tech-
nically simple proofs of the HVZ theorem were given in [6]. The key idea
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here was the use of geometry of configuration space to separate the chan-
nels. Moreover this method was applied to prove the finiteness or infinitude
of bound states of an N -body quantum systems. Alternative methods for
the determination of the essential spectrum of generalized Schrödinger op-
erators involve C∗ -algebra techniques [26].

Since the discrete Schrödinger operator is a lattice analogy of the con-
tinuous Schrödinger operator (see [8, 7]), we can expect a HVZ type result
for the discrete Schrödinger operator associated with the Hamiltonian of the
system of N – quantum particles. Furthermore, it may be conjectured that
one can use similar methods for the proof.

The kinematics of the system of quantum particles on lattice is quite ex-
otic. Thanks to the translation invariance of the N -particle Hamiltonian Ĥ
in `2((Zd)N), the study of spectral properties of Ĥ is reduced to study of
the spectral properties of the family of the N -particle discrete Schrödinger
operators H(K), K ∈ Td , where Td = (R/2πZ)d = (−π, π]d is the
d -dimensional torus.

Namely, the underlying Hilbert space `2((Zd)N) is decomposed to a di-
rect von Neumann integral, associated with the representation of the (dis-
crete) Abelian group Zd by shift operators on the lattice and then, the total
Hamiltonian Ĥ is also decomposed into the direct integral

H =

∫
Td

⊕H(K)dK,

where K ∈ Td – is called the N -particle quasi-momentum. In contrast to
the continuous case, the corresponding fiber operators, i.e. the N -particle
discrete Schrödinger operators H(K), associated with the direct integral
decomposition, depend non trivially on the quasi-momentum K ∈ Td. As
a result, the spectra of the family H(K) turn out to be rather sensitive to a
change of the quasi-momentum K.

The physical significance of the study of the N -particle discrete
Schrödinger operators was duly stressed in the survey [8]. A review on the
Hamiltonians in solid-state physics as multiparticle discrete Schrödinger
operators is given in [7].

The essential spectrum of an N -particle additive cluster operator in the
subspace of antisymmetric functions of `2((Zd)N) has been studied in [5]
and the analogue of the HVZ theorem was proved using the geometric
method of Simon.

In [27], for the Hamiltonians of a system of N -identical particles
(bosons), interacting via zero-range pair potentials on a lattice, the struc-
ture of essential spectrum was studied.
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In [28] and [9], the limit operators method has been applied to study the
location of the essential spectrum of square-root Klein–Gordon operators,
Dirac operators, electromagnetic Schrödinger operators and some classes
of the discrete Schrödinger operators under very weak assumptions on the
behavior of magnetic and electric potentials at infinity.

For the discrete Schrödinger operators, associated with the Hamiltonians
of systems of three quantum particles moving on lattice interacting via zero-
range attractive pairs potentials, the location and structure of the essential
spectrum has been investigated in [13, 30, 31, 32, 33, 34, 35].

In four particle case, the analogue of the HVZ theorem and Faddeev-
Yakubovsky type equations are obtained by Muminov [10], but in this case
the structure of the essential spectrum has not been fully understood yet.

In the present paper, we consider the discrete Schrödinger operator
H(K), K ∈ Td, (see (1.7)) associated with the Hamiltonian of a system of
N -particles moving on dN -dimensional lattice (Zd)N and interacting via
short-range pair potentials. We prove the analogue of the HVZ theorem us-
ing the diagrammatic method of Hunziker for the case when particles have
arbitrary bounded dispersion functions having not necessarily compact sup-
port. Moreover we describe the structure of its essential spectrum by means
of two-cluster Hamiltonians (see Theorem 3.1).

Observe that the operator H(K) is bounded, thus, the essential spectrum
is no longer the positive real line. More precisely, it consists of the union of
closed segments and in turn this may allow the Efimov effect to appear not
only at the lower edge of essential spectrum, but at the edges of the gaps
between those segments (see [29]).

The present paper is organized as follows. In Section 1, we introduce the
N –particle Hamiltonian Ĥ in both coordinate and momentum represen-
tation, introduce the N -particle quasi-momentum, and decompose the en-
ergy operator into the von Neumann direct integral of the fiber Hamiltonians
H(K) , thus providing the reduction to the N -particle discrete Schrödinger
operator problem.

The cluster operators and the structure of their spectra are discussed
in Section 2. In this section, fixing the quasimomenta of the mass cen-
ters k1, . . . , k` of the clusters specified by the cluster decomposition D =
{D1, . . . , D`}, we prove the analogous breakup of cluster operator HD(K)
into the sum of the Hamiltonians of clusters corresponding to the cluster de-
composition D (see (2.4) in Section 2).

Finally, in Section 4 the analogue of the HVZ theorem is proved in terms
of graphs.

Some notations: as in [14] we equip Rd with the norm:

|x|+ = |x(1)|+ · · ·+ |x(d)|, x = (x(1), . . . , x(d)) ∈ Rd;
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and hence for x = (x1, . . . , xN) ∈ (Rd)N :

|x| = |x1|+ + · · ·+ |xN |+

where |xi|+ is norm of xi = (x
(1)
i , . . . , x

(d)
i ) ∈ Rd.

Let Zd be d -dimensional lattice and Td = Rd/(2πZ)d = (−π, π]d

be the d -dimensional torus (the first Brillouin zone, i.e. the dual group of
Zd ) equipped with Haar measure. Let `2((Zd)m) (resp. L2((Td)m) ) denote
the Hilbert space of square-summable (resp. square-integrable) functions
defined on (Zd)m (resp. (Td)m ).

For s ∈ Zd and p ∈ Td, (s, p) = s(1)p(1) + . . .+ s(d)p(d).
We denote by σ(A) the spectrum of a self-adjoint A and by σess(A) its

essential spectrum.

1. N -PARTICLE SCHRÖDINGER OPERATOR ON LATTICE Zd

1.1. Coordinate representation of N -particle Hamiltonian. In coordi-
nate representation, the total Hamiltonian Ĥ of the system of N -particles
moving on d -dimensional lattice Zd , with the real-valued pair potentials
V̂ij , is usually associated with the following self-adjoint (bounded) opera-
tor in the Hilbert space `2((Zd)N) of the form

Ĥ = Ĥ0 − V̂,

where the unperturbed operator Ĥ0 , called the free Hamiltonian, is the op-
erator

Ĥ0 =
1

m1

∆̂x1 + · · ·+ 1

mN

∆̂xN ,

with

∆̂x1 = ∆̂1 ⊗ Îd ⊗ · · · ⊗ Îd, . . . , ∆̂xN = Îd ⊗ · · · ⊗ Îd ⊗ ∆̂N ,

where mi - the mass of particle i, Îd is the identity operator on `2(Zd),

and ∆̂i is the generalized Laplacian, a multidimensional Laurent-Toeplitz-
type operator on the Hilbert space `2(Zd) :

∆̂i =
∑
s∈Zd

ε̂i(s)T (s), i = 1, . . . , N.

Here T (y) is the shift operator by y ∈ Zd :

(T (y)f)(x) = f(x+ y), f ∈ `2(Zd),

The function ε̂i : Zd → C , so-called the dispersion function of the particle
i, i = 1, N , is further assumed to satisfy Hypothesis 1.1 below.

Recall (see, e.g., [36]) that a Laurent-Toeplitz operator A is a bounded
linear operator on `2(Zm) with the property that the matrix entries
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(Aψy, ψx) , x, y ∈ Zm, depends only on the difference x − y, where
{ψy}, y ∈ Zm, is the canonical basis in `2(Zm) :

ψy(s) =

{
1, if y = s, s ∈ Zm

0, if y 6= s, s ∈ Zm , y ∈ Zm.

In the physical literature, the symbol of the Toeplitz operator ∆i given
by the Fourier series (without the factor (2π)

d
2 )

εi(p) =
∑
s∈Zd

ε̂i(s)e
i(s,p), p ∈ Td. (1.1)

The real-valued continuous function εi(·) on Td is called the dispersion
relation of the i -th normal mode associated with the free particle.

The perturbation V̂ of Hamiltonian Ĥ0 comes from pair potentials, i.e.

V̂ =
∑

1≤i<j≤N

V̂ij,

where V̂ij is a multiplication operator by a function v̂ij(xi − xj) in
`2((Zd)N) :

(V̂ijf)(x1, . . . , xN) = v̂ij(xi − xj)f̂(x1, . . . , xN).

Further we assume

Hypothesis 1.1. i) ε̂i, i = 1, . . . , N satisfy:
a) “Regularity” property: the series

∑
y∈Zd
|y|δ+ |ε̂i(y)| is convergent for

some δ > 0 ;
b) “Self-adjointness” property: ε̂i(y) = ε̂i(−y), y ∈ Zd.

ii) The functions v̂ij : Zd → R, i, j = 1, . . . , N, i < j tend to 0 at the
infinity.

1.2. Momentum representation of N -particle Hamiltonian. Let Fm :
`2((Zd)m)→ L2((Td)m) be the standard Fourier transform.

In the momentum representation, corresponding Hamiltonian H has the
form

H = H0 −V,

where H0 = FNĤ0F−1
N , V = FNV̂F−1

N .
Here free Hamiltonian H0 is a multiplication operator by the function
E : (Td)N → R1 :

(H0f)(p1, . . . , pN) = E(p1, . . . , pN)f(p1, . . . , pN),

E(p1, . . . , pN) =
N∑
i=1

εi(pi), p1, . . . , pN ∈ Td,
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and the perturbation operator V =
∑
i<j

Vij is the sum of partial integral

operators Vij :

(Vijf)(p1, . . . , pN) =
1

(2π)
d
2

∫
(Td)2

vij(pi − qi)δ(pi + pj − qi − qj)×

× f(p1, . . . , qi, . . . , qj, . . . , pN) dqidqj,

where δ is the Dirac delta function on Td and the kernel function vij =
F1v̂ij : Td → C,

vij(p) = (2π)−d/2
∑
s∈Zd

v̂ij(s) e
i(s,p), p ∈ Td

belongs to L2(Td).

1.3. Decomposition of the Hamiltonian H into the direct von Neu-
mann integral. Let us introduce the unitary representation {Ûs}s∈Zd of
the abelian group Zd by the shift operators on the Hilbert space `2((Zd)2) :

(Ûsf̂)(x1, . . . , xN) = f̂(x1 + s, . . . , xN + s), , x1, . . . , x2, s ∈ Zd.

Observe that via standard Fourier transform FN the family {Ûs}s∈Zd

is unitary-equivalent to the family of unitary (multiplication) operators
{Us}s∈Zd acting in L2((Td)N) as

(Usf)(p1, . . . , pN) = exp(−i(s, p1+· · ·+pN))f(p1, . . . , pN), f ∈ L2((Td)N).

Given K ∈ Td , we define FK as follows

FK = {(p1, . . . , pN) ∈(Td)N : p1 + · · ·+ pN = K}.
Introducing the mapping πj : (Td)N → (Td)N−1,

πj((p1, . . . , pj−1, pj, pj+1, . . . , pN)) = (p1, . . . , pj−1, pj+1, . . . , pN),

we denote by πjK , K ∈ Td , the restriction of πj onto FK ⊂ (Td)N , that
is,

πjK = πj|FK . (1.2)
The following lemma shows that FK , K ∈ Td , is a d × (N − 1) -

dimensional manifold homeomorphic to (Td)N−1 .

Lemma 1.1. The mapping πjK , K ∈ Td , from FK ⊂ (Td)N onto
(Td)N−1 is bijective, with the inverse mapping given by

(πjK)−1(p1, . . . , pj−1, pj+1, . . . , pN) =

(p1, . . . , pj−1, K −
N∑

i=1, i 6=j

pi, pj+1, . . . , pN).
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The decomposition the space L2((Td)N) into the direct integral

L2((Td)N) =

∫
K∈Td

⊕L2(FK)dK, (1.3)

yields the corresponding decomposition of the unitary representation Us ,
s ∈ Zd , into the direct integral

Us =

∫
K∈Td

⊕Us(K)dK,

with
Us(K) = e−i(s,K)IL2(FK)

and IL2(FK) being the identity operator on the Hilbert space L2(FK) .
The Hamiltonian H (in the coordinate representation) obviously com-

mutes with the group of the unitary operators Us , s ∈ Zd . Hence, the
operator H can be decomposed into the direct von Neumann integral

H =

∫
K∈Td

⊕H̃(K)dK (1.4)

associated with the decomposition (1.3).
In the physical literature, the parameter K , K ∈ Td , is named the N -

particle quasi-momentum and the corresponding operators H̃(K), K ∈
Td, are called the fiber operators.

1.4. The N -particle Schrödinger operators. The momentum represen-
tation. The fiber operator H̃(K) : L2(FK) → L2(FK) is defined as fol-
lows:

H̃(K) = H̃0(K)− Ṽ , (1.5)

where

H̃0(K)f(p1, . . . , pN) =
(
ε1(p1) + · · ·+ εN(pN)

)
f(p1, . . . , pN),

and
Ṽ =

∑
1≤i<j≤N

Ṽij

with

(Ṽijf)(p1, . . . , pN) =
1

(2π)
d
2

∫
Td

vij(pi − qi)f(p1, . . . , qi, . . . , pi + pj − qi, . . . , pN)dqi.

Here (p1, . . . , pN) ∈ FK .
Using the unitary operator UNK : L2(FK)→ L2((Td)N−1), K ∈ Td,

UNKg = g ◦ (πNK)−1,
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with πNK defined by (1.2), we get the operator H(K) : L2((Td)N−1) →
L2((Td)N−1) , H(K) = UNKH̃(K)U−1

NK , being unitary equivalent to (1.5),
of the form

H(K) = H0(K)− V, (1.6)
where the operator H0(K) is the multiplication operator in L2((Td)N−1)
by the continuous function EK : (Td)N−1 → R :

EK(p1, . . . , pN−1) = ε1(p1)+ · · ·+εN−1(pN−1)+εN(K−p1− . . .−pN−1),

and the perturbation V =
∑
i<j

Vij acts in L2((Td)N−1) with

(Vijf)(p1, . . . , pN−1) =
1

(2π)
d
2

∫
Td

vij(pi−qi)f(p1, . . . , qi, . . . , pi+pj−qi, . . . , pN−1)dqi

for 1 ≤ i < j < N and

(ViNf)(p1, . . . , pN−1) =
1

(2π)
d
2

∫
Td

viN(pi − qi)f(p1, . . . , qi, . . . , pN−1)dqi

for 1 ≤ i < N.

Remark 1.1. Instead of UNK one may use the operator UjK : L2(FK)→
L2((Td)N−1), K ∈ Td,

UjKg = g ◦ (πjK)−1, j = 1, . . . , N − 1.

and obtain the operator Hj(K) = UjKH̃(K)Ũ∗jK which is unitarily equiv-
alent to H(K).

1.5. The coordinate representation the N -particle Schrödinger opera-
tor. In coordinate representation, the N -particle Schrödinger operator acts
in `2((Zd)N−1) as follows:

Ĥ(K) = Ĥ0(K)− V̂ . (1.7)

Here
Ĥ0(K) = ∆̂x1 + · · ·+ ∆̂xN−1

+ ∆̂N(K), (1.8)
with

∆̂x1 = ∆̂1 ⊗ Îd ⊗ · · · ⊗ Îd︸ ︷︷ ︸
N−1 times

, . . . , ∆̂xN−1
= Îd ⊗ · · · ⊗ Îd ⊗ ∆̂N−1︸ ︷︷ ︸

N−1 times

,

∆̂N(K) =
∑
s∈Zd

eisK ε̂N(s)T (s)⊗ · · · ⊗ T (s)︸ ︷︷ ︸
N−1 times

and
V̂ =

∑
i<j

V̂ij,
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where,

(V̂ij f̂)(x1, . . . , xN−1) = v̂ij(xi − xj)f̂(x1, . . . , xN−1), 1 ≤ i < j ≤ N − 1,

(V̂jN f̂)(x1, . . . , xN−1) = v̂jN(xj)f̂(x1, . . . , xN−1), 1 ≤ j ≤ N − 1,

f̂ ∈ `2((Zd)N−1).

Remark 1.2. In what follows we call H(K), K ∈ Td – the N -particle
Schrödinger operator. We abuse this “name” for the other representations
Ĥ(K) and H̃(K).

2. CLUSTER OPERATORS

2.1. Cluster decomposition.

Definition 2.1. A partition C of the set {1, . . . , N} into nonintersecting
subsets C1, C2, ..., C` is called a cluster decomposition. Each Ck is called
a cluster.

Let C = {C1, C2, . . . , C`} be a cluster decomposition, and let the opera-
tor IC be the sum of all potentials Vij with i and j belonging to different
clusters. Further we use the following notations: |Ck| denotes the num-
ber of elements in Ck, the symbol ij ∈ C means i, j ∈ Ck for some
1 ≤ k ≤ `; analogously, the symbol ij /∈ C denotes the situation in which
particles i and j are in different clusters (i.e. i ∈ Cα and j ∈ Cβ with
α 6= β ) and #C denotes the number of elements in C, i.e. #C = `;
besides, set V C =

∑
ij∈C

Vij, I
C =

∑
ij /∈C

Vij = V − V C .

Definition 2.2. The operator

HC(K) = H(K) + IC , K ∈ Td

acting in L2((Td)N−1) is called the cluster operator of the corresponding
cluster decomposition C.

2.2. The discrete Schrödinger operator corresponding to a cluster. Let
Cκ, 1 ≤ κ ≤ l be a cluster in a decomposition C = {C1, . . . , Cl} and
mκ = |Cκ|. Suppose Cκ = {α1, . . . , αmκ}. For k ∈ Td we define the
d× (mκ − 1) -dimensional manifold

Fmκk = {q = (q1, . . . , qmκ) ∈ (Td)mκ : q1 + . . . qmκ = k}

being homeomorphic to (Td)mκ−1. Define the operator h̃Cκ(k) :
L2(Fmκk )→ L2(Fmκk ),

h̃Cκ(k) = h̃Cκ0 (k)− ṽCκ , (2.1)
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where

(h̃Cκ0 (k)f)(p1, . . . , pmκ) =
∑
αi∈Cκ

εαi(pi) f(p1, . . . , pmκ)

and
ṽCκ =

∑
αi,αj∈Cκ,
αi<αj

ṽαiαj

with

(ṽαiαjf)(p1, . . . , pmκ) = (2π)d/2
∫
Td

vαiαj(pi−qi)f(p1, . . . , qi, . . . , pi+pj−qi, . . . , pmκ)dqi.

Note that in view of (1.5) and (1.6), the operator defined by (2.1) is the
mκ -particle discrete Schrödinger operator associated with the Hamiltonian
of the system of particles Cκ.

2.3. Spectrum of cluster operators. Let K ∈ Td and C = {C1, . . . , Cl}
be a cluster decomposition. Instead HC(K) we consider the unitary-
equivalent fiber cluster operator

H̃C(K) : L2(FK)→ L2(FK), H̃(K) = H̃0(K) + ĨC

with IC =
∑
ij /∈C

Ṽij, where H̃0(K) and Ṽij are defined in (1.5).

It is easy to see that

FK =
⊔

k1,...,kl∈Td,
k1+···+kl=K

F|C1|
k1
× . . .× F|Cl|kl

:=
⊔

k1,...,kl∈Td,
k1+···+kl=K

F(k1, . . . , kl).

Hence Hilbert space L2(FK) is decomposed into von Neumann direct in-
tegral

L2(FK) =

∫
k1+···+kl=K

⊕L2(F(k1, . . . , kl))dk, (2.2)

where dk is a volume element of the manifold {(k1, . . . , kl) ∈ (Td)l :
k1 + · · ·+ kl = K}.

Since fiber cluster operator H̃C(K) commutes with the decomposable
abelian group of multiplication operators by the function φs : FK → C,

φs(q) = exp(i(s1,
∑
α∈C1

qα))×· · ·×exp(i(sl,
∑
α∈Cl

qα)), s = (s1, . . . , sl) ∈ (Zd)l,
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where q = (q1, . . . , qN) ∈ FK , the decomposition (2.2) yields the decom-
position of the operator H̃C(K) into the direct integral

H̃C(K) =

∫
k1+···+kl=K

⊕H̃C(k1, . . . , kl)dk, (2.3)

where the fiber operator H̃C(k1, . . . , kl), (k1, . . . , kl) ∈ (Td)l acts in the
Hilbert space

L2(F(k1, . . . , kl)) = L2(F|C1|
k1

)⊗ · · · ⊗ L2(F|Cl|kl
)

as follows:

H̃(k1, . . . , kl) =h̃C1(k1)⊗ ĨC2(k2)⊗ · · · ⊗ ĨCl(kl) + · · · (2.4)

+ ĨC1(k1)⊗ ĨC2(k2)⊗ · · · ⊗ h̃Cl(kl),

where ĨCj(kj) is identity operator in L2(F|Cj |kj
) and the operator h̃Cj(kj) :

L2(F|Cj |kj
) → L2(F|Cj |kj

) is the mj -particle discrete Schrödinger operator
corresponding to the cluster Cj (see previous subsection).

Theorem 2.1. Let C = {C1, . . . , Cl} be a cluster decomposition with l =
#C ≥ 2 and K ∈ Td. Then for the spectrum σ(HC(K)) of the cluster
operator HC(K) the relations

σ(HC(K)) = σess(H
C(K)) =

⋃
k1,...,kl∈Td,
k1+···+kl=K

{σ(h̃C1(k1)) + · · ·+ σ(h̃Cl(kl))}

(2.5)

hold, where A+B = {x+ y : x ∈ A, y ∈ B} for A,B ⊂ R .

Proof. For any k1, . . . , kl ∈ Td using (2.4) and the theorem on the spectra
of tensor products of operators [15] we obtain

σ(H̃C(k1, . . . , kl)) = {σ(h̃C1(k1)) + · · ·+ σ(h̃Cl(kl))}. (2.6)

Moreover the theorem on the spectrum of decomposable operators (see
e.g.[16]) together with (2.6) and (2.3) gives the representation

σ(H̃C(K)) =
⋃

k1,...,kl∈Td,
k1+···+kl=K

σ(H̃C(k1, . . . , kl)).

and the equality σ(H̃C(K)) = σess(H̃
C(K)).

�

Let C = {C1, . . . , Cm} and D = {D1, D2, . . . , Dn} be cluster decom-
positions, K ∈ Td.
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Definition 2.3. We say C is refinement of D and write CBD if each Dj

is a union of some Ci ’s.

Theorem 2.2. Let K ∈ Td. Assume that C B D, C 6= D. Then
σ(ĤC(K)) ⊂ σess(Ĥ

D(K)).

Proof of Theorem 2.2. For simplicity we omit the dependence on K :
ĤL := ĤL(K) and Ĥ0 := Ĥ0(K) Let λ ∈ σ(ĤC) = σess(Ĥ

C). Then
by Weil’s criterion there exists a sequence {f̂n} ⊂ `2((Zd)N−1) weakly
converging to 0 such that ‖f̂n‖ = 1 and ‖(ĤC − λ)f̂n‖ → 0 as n→∞.
Now by means of f̂n we build the sequence {ĝr} ⊂ `2((Zd)N−1) such that
‖ĝr‖ = 1 and ‖(ĤD − λ)ĝr‖ → 0 as r →∞.

Let ψ : [0,∞) → R be a Hölder continuous function of order δ such
that |ψ(t)| ≤ 1 and

ψ(t) =

{
1, t ≥ 2,

0, 0 ≤ t < 1.

Using ψ define the function:

ρ : (Rd)N−1 → R, ρ(y1, . . . , yN−1) =
∏
ij /∈C

ψ(|yi − yj|+)

with yN = 0 ∈ Rd. Recall that the states in the range of ρ are such that the
distance between any pair {i, j} one from Cα and other from Cβ, α 6= β
is larger than 1.

Observe that since ψ is bounded and Hölder continuous of order δ, so
is ρ. Let Cρ be an Hölder constant of ρ.

For r ∈ N we define the function

ρr : (Zd)N−1 → R, ρr(y) = ρ(y/r).

Let Rr denote the multiplication operator by ρr in `2((Zd)N−1). Observe
that supp (1− ρr) is finite, and, thus, for any r ∈ N the operator I −Rr

is compact.
Since fn weakly converges to zero, there exists N(r) such that ‖(I −
Rr)fn‖ < 1/2 for all n > N(r). This and the relation

1 = ‖f̂n‖ ≤ ‖(I −Rr)f̂n‖+ ‖Rrf̂n‖

imply that ‖Rrf̂n‖ ≥ 1/2 for all n > N(r). We can assume that N(r)
is monotonously increasing. Now choose the sequence of natural numbers
n1 < n2 < . . . such that nr > N(r) and consider the sequence gr =

Rrf̂nr/‖Rrf̂nr‖ ∈ `2((Zd)N−1). Note that for any f̂ ∈ `2((Zd)N−1) we
12



have

| < gr, f > | ≤ 2| < Rrf̂nr , f̂ > | = 2| < f̂nr ,Rrf̂ > | ≤
2‖f̂nr‖‖Rrf̂‖ = 2‖Rrf̂‖ → 0

as r →∞ and hence gr weakly converges to 0.
By definition

ĤD = ĤC −
∑

ij∈D, ij /∈C

V̂ij.

Note that V̂ijRr = RrV̂ij and, so, V̂ DRr = RrV̂
D. Then

‖Rrf̂nr‖(ĤD − λ)ĝr =Rr(Ĥ
C − λ)f̂nr + [Ĥ0,Rr]f̂nr−

−
∑

ij∈D, ij /∈C

V̂ijRrf̂nr

and since ‖Rrf̂nr‖ ≥ 1/2 we have

‖(ĤD − λ)ĝr‖ ≤ 2‖Rr(Ĥ
C − λ)f̂nr‖+

+ 2‖[Ĥ0,Rr]f̂nr‖+

+ 2
∑

ij∈D, ij /∈C

‖V̂ijRrf̂nr‖. (2.7)

Since ρr is bounded,

‖Rr(Ĥ
C − λ)f̂nr‖ ≤ ‖ρr‖∞‖(ĤC − λ)f̂nr‖

and so
lim
r→∞
‖Rr(Ĥ

C − λ)f̂nr‖ = 0. (2.8)

Further according to Lemma A.1

‖[Ĥ0,Rr]‖ ≤
Cρ
rδ

N∑
i=1

[∑
y

|y|δ+ |ε̂i(y)|

]
.

and, thus,
lim
r→∞
‖[Ĥ0,Rr]f̂nr‖ = 0. (2.9)

Now take any ij ∈ D, ij /∈ C. By Remark A.1

‖V̂ijRr‖ ≤ ‖ρ‖∞ sup
|y|+≥r

|v̂ij(y)|.

Since sup
|y|+≥r

|v̂ij(y)| → 0 as r →∞,

lim
r→∞
‖V̂ijRrf̂nr‖ = 0. (2.10)

13



Now relations (2.7)–(2.10) imply

lim
r→∞
‖(ĤD − λ)ĝr‖ = 0.

Since gr weakly converges to 0, Weil’s criterion implies that λ ∈
σess(Ĥ

D). Theorem 2.2 is proved. �

Remark 2.1. Theorem 2.2 implies that σ(HD(K)) ⊂ σess(H(K)) for any
cluster decomposition D, #D ≥ 2.

3. MAIN RESULTS

The main result of this paper is the following analogue of HVZ theorem.

Theorem 3.1. Fix K ∈ Td. Assume Hypothesis 1.1. Then for the essential
spectrum σess(H(K)) of the operator H(K) the following relation holds:

σess(H(K)) =
⋃

D∈Ξ,#D≥2

σ(HD(K)) =
⋃

D∈Ξ,#D=2

σ(HD(K)),

where Ξ is the set of all cluster decompositions.

Proof of Theorem 3.1. The relation⋃
D∈Ξ,#D≥2

σ(HD(K)) =
⋃

D∈Ξ,#D=2

σ(HD(K))

is a simple consequence of Theorem 2.2. Moreover, due to Remark 2.1

σess(H(K)) ⊃
⋃

D∈Ξ,#D≥2

σ(HD(K))

Now we prove

σess(H(K)) ⊂ σc =
⋃

#D≥2

σ(HD). (3.1)

It is enough to show that σ(H(K)) is discrete on the complement of σc.
The main tool of proving inclusion (3.1) is the functional equation of S.
Weinberg and C. van Winter for the resolvent G(z) = (H(K)− z)−1.

Let G0(z) = (H0(K) − z)−1. Observe that for any interaction Vij the
relation

lim
Re z→−∞

‖VijG0(z)‖ = 0

holds.
Let M < 0 be such that ‖G0(z)Vij‖ < 2/(N(N − 1)) for all i < j

if Re z < M. Thus, for Re z < M, the iteration solution of the resolvent
equation

G(z) = G0(z) +G0(z)V G(z)
14



exists and is given by the series

G(z) =
∞∑
n=0

∑
(i1j1),...,(injn)

G0(z)Vi1j1G0(z)Vi2j2 . . . G0(z)VinjnG0(z), (3.2)

which converges absolutely in the sense of operator norm. As
in [3], [1] and [16], we define the graph representing the term
G0(z)Vi1j1G0(z)Vi2j2 . . . G0(z)VinjnG0(z) of the series (3.2) to consist of
N horizontal lines (“particles”) and n vertical lines (“interactions”) link-
ing just the pairs of particles i1j1, . . . , injn from left to right (see Figure
1).

FIGURE 1. Graph representing the term of series (3.2)

Each graph G consists of a certain number k of connected parts (1 ≤
k ≤ N) – only the endpoints of the interactions counting as connections –
and thus defines a cluster decomposition D(G) of length k : two particles
belong to the same cluster if their lines belong to the same connected part of
G. Recall that Dk B Dl (k > l) means that each cluster in Dl is a union
of clusters in Dk. A graph G is called Dl -disconnected if Dk(G) 7 Dl

i.e. none of the interactions of G link different clusters of Dl. Identifying
graphs with terms in the series (3.2), we find, for Re z < M,∑

(all Dl -disconnected graphs) = (HDl − z)−1 = GDl(z). (3.3)

Suppose G has l links. Denote by G0, . . . , Gl the diagrams obtained
by keeping first 0, . . . , l links counting from left. Then consider distinct
cluster decompositions DN , . . . , Dk among D(G0), . . . , D(Gl). Here Dm

has exactly m clusters. We write S(G) for the associated string of G :

S(G) = (DN , DN−1, . . . , Dk), Di+1 B Di, N ≥ k ≥ 1, (3.4)
15



where Dk is the decomposition corresponding to the whole graph accord-
ing to (a). We recall that if k = 1 then the string is called connected and
disconnected if k > 1. k is called index of S and we write i(S) = k.

In this way, each graph G uniquely determines a sequence S(G) of
type (3.4). To sum up all diagrams, we first sum all diagrams with the same
associated string S. Any graph of this class has the form

G0

k∏
i=N−1

[(
any interaction linking different

clusters of Di+1 but not of Di

)(
any Di-disconnected

graph

)]
(3.5)

where the “factors” are ordered from left to right as i decreases. By (3.5)
and (3.3), this yields

GS(z) =
∑

(all graphs of class S) =

=G0

k∏
i=N−1

 sum of all potentials
linking different clusters

of Di+1 but not of Di

 sum of all
Di-disconnected

graphs

 =

=GDN (z)VDNDN−1
GDN−1

(z)VDN−1DN−2
. . . VDk+1DkGDk(z),

where GDN (z) = G0, VDiDi−1
= IDi − IDi−1 and ID is defined in sub-

section 3.1.
The remaining finite sum over associated strings is carried out in two

steps: first, we sum over all S = (DN , . . . , Dk) with k ≥ 2. This is the
sum of all disconnected graphs and defines the disconnected part D(z) of
G(z) :

D(z) =
∑

all S with k ≥ 2

GS(z).

Similarly, we obtain the connected part C(z) by summing over all S with
k = 1 (sum of all connected graphs):

C(z) =
∑

all S with k = 1

GS(z).

Noting that each term of last sum ends with a factor GD1(z) = G(z), we
finally arrive at

G(z) = D(z) + C(z) = D(z) + I(z)G(z), (3.6)

I(z) =
∑

all S with k = 1

GDN (z)VDNDN−1
GDN−1

(z) . . . GD2(z)VD2D1 . (3.7)

Remark 3.1. According to Theorem B.1, the operator G0(z)Vi1j1 . . . G0(z)Vinjn
is compact if and only if the corresponding graph is connected. We recall
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that for Re z < −M the operator

GDN (z)VDNDN−1
GDN−1

(z) . . . GD2(z)VD2D1

is a norm convergent sum of the operators corresponding to the connected
graphs, and thus it is a compact operator.

Observe that I(z) and D(z) are defined for all z /∈ σc and are bounded
operators, but the functional equation (3.6) for G(z) is established so far
only for Re z < M. Since VijGD(z) is holomorphic in C \ σc for all ij
and for all cluster decompositions D ∈ Ξ, the operator-valued functions
I(z) and D(z) can be analytically extended to z ∈ C \ σc. Thus, by
analytic continuation, (3.6) extends to any z /∈ σc∪σ(H(K)) = σ(H(K)).
By definition of I(z) it is easy to see that

lim
Re z→−∞

‖I(z)‖ = 0.

Lemma 3.1. The operator I(z) is compact for all z /∈ σc.

Proof. Since

I(z) =
∑

all S with k = 1

GDN (z)VDNDN−1
GDN−1

(z) . . . GD2(z)VD2D1

consists of the sum of finitely many compact operators for Re z < −M.
By analyticity I(z) is compact for all z /∈ σc (see Theorem XIII.5 in
[16]). �

Since I(z) is a compact-valued operator function on C\σc and I−I(z)
is invertible if z is real and very negative, the analytic Fredholm theorem
implies that there is a discrete set S ⊂ C \ σc so that (I − I(z))−1 exists
and is analytic in S ⊂ C \ (σc ∪ S) and meromorphic in S ⊂ C \ σc with
finite rank residues. Thus

(I − I(z))−1D(z) ≡ f(z)

is analytic in C \ (σc ∪ S) with finite rank residues at points of S. Let
z /∈ S, Im z 6= 0. Then, by (3.6), f(z) = (H(K) − z)−1. In particular,
f(z)(H(K) − z)φ = φ for any φ ∈ L2((Td)N−1). By analytic continua-
tion, this holds for any z /∈ S∪σc. This proves that σ(H(K))\σc consists
of only isolated points with the edges of segments of σc as possible limit
points. Finally, since (H(K)− z)−1 = f(z) has finite rank residues at any
point λ ∈ S, we conclude that spectral projection

Pλ = (−2πi)−1

∮
|z−λ|=ε

(H(K)− z)−1dz

is finite dimensional, i.e. any λ ∈ σ(H(K)) \ σc is in σdisc(H(K)). This
concludes the proof of Theorem 3.1. �
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APPENDIX A. SOME PROPERTIES OF OPERATORS Ĥ0(K) AND V̂

Fix K ∈ Td. Let φ : (Rd)N−1 → R be a bounded Hölder continuous
function of order δ :

|φ(x)− φ(y)| ≤ C|x− y|δ, (A.1)

where C > 0 is some constant and x, y ∈ (Rd)N−1.Define the sequence

φ : (Zd)N−1 → R, φr(x) = φ(x/r), r = 1, 2, . . . .

Since φr are bounded, the operators ΦrĤ0(K), and Ĥ0(K)Φr are well-
defined, where Φr is a multiplication operator by φr.

We recall that according to Hypothesis 1.1
∑
y

|y|δ+ |ε̂j(y)| < ∞ for all

i = 1, . . . , N.

Lemma A.1. For any r ∈ N∥∥[Ĥ0(K),Φr]
∥∥ ≤ C

rδ

N∑
j=1

[∑
y

|y|δ+ |ε̂j(y)|

]
.

Proof of Lemma A.1. For y ∈ Zd let us introduce

T̂j(y) = Id ⊗ · · · ⊗ Id︸ ︷︷ ︸
j−1 times

⊗T (y)⊗ Id ⊗ · · · ⊗ Id︸ ︷︷ ︸
N−j−1 times

, j = 1, . . . , N − 1,

T̂N(y) = eiyK T (y)⊗ · · · ⊗ T (y)︸ ︷︷ ︸
N−1 times

.

Then

∆̂xj =
∑
y∈Zd

ε̂j(y)T̂j(y), j = 1, . . . , N,

with ∆̂xN := ∆̂N(K). By the subadditivity of the norm one has

∥∥[Ĥ0(K),Φr]
∥∥ ≤ N∑

j=1

∥∥[∆̂xj ,Φr]
∥∥.

Now it is enough to prove that∥∥[∆̂xj ,Φr]
∥∥ ≤ C

rδ

∑
y

|y|δ+ |ε̂j(y)|. (A.2)

Let f̂ , ĝ ∈ `2. Note that

[Tj(y),Φr(x)]f̂(x) = (Tj(y)φr(x)− φr(x)) · Tj(y)f̂(x).
18



Then

|
〈
[∆̂xj ,Φr]f̂ , ĝ

〉
| ≤

∑
x∈(Zd)N−1

|ĝ(x)|×

×
∑
y

|ε̂j(y)| · |Tj(y)φr(x)− φr(x)| · |Tj(y)f̂(x)|.

By (A.1) we get

|Tj(y)φr(x)− φr(x)| ≤
C|y|δ+
rδ

.

Consequently,

|
〈
[∆̂xj ,Φr]f̂ , ĝ

〉
| ≤C

rδ

∑
x∈(Zd)N−1

∑
y

|y|δ+|ε̂j(y)| · |Tj(y)f̂(x)| · |ĝ(x)| =

=
C

rδ

∑
y

|ε̂j(y)||y|δ+
∑

x∈(Zd)N−1

|Tj(y)f̂(x)| · |ĝ(x)|.

According to ∑
x∈(Zd)N−1

|Tj(y)f̂(x)| · |ĝ(x)| ≤ ‖f̂‖ · ‖ĝ‖,

we get

|
〈
[∆̂xj ,Φr]f̂ , ĝ

〉
| ≤ C

rδ

(∑
y

|y|δ+|ε̂j(y)|

)
‖f̂‖ ‖ĝ‖.

Now (A.2) follows from the fact that

‖A‖ = sup
f,g∈H,

||f ||=||g||=1

|〈Af, g〉|

where A : H → H is linear bounded operator.
�

Remark A.1. Let ψ : Rd → R be bounded function with support {x ∈
Rd : |x|+ ≥ 1}. Define the sequence

ψr : Zd → R ψr(x) = ψ(x/r), r = 1, 2, . . . .

For fixed i, j ∈ 1, N, i < j let Ψr denote the multiplication operator by
the function ψr(yi − yj) in `2((Zd)N−1), here yN = 0. Then

‖VijΨr‖ ≤ A sup
x∈Zd, |x|+≥r

|v̂ij(x)|,

where A = sup
x
|ψ(x)|.
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APPENDIX B. CONNECTEDNESS OF THE GRAPH

We begin with the following proposition.

Proposition B.1. Let E : (Td)N−1 → C be a continuous function
with Fourier coefficients Ê ∈ `1((Zd)N−1). Assume that G0 is multi-
plication operator by the function E(·) in L2((Td)N−1) and let T =
Vα1β1G0 . . . G0Vαnβn , αj, βj ∈ {1, . . . , N}, αj < βj. If we formally define
the graph G corresponding to this operator and if this graph is connected,
then T is compact operator.

Proof. In order to show that the operator T is compact it is enough to prove
that the operator

T̂ = F−1
N−1TFN−1 := V̂α1β1Ĝ0 . . . Ĝ0V̂αnβn

is compact, where Ĝ0 = F−1
N−1G0FN−1.

In order to prove that T̂ is compact we show that the image T̂ (B) of
unit ball B ⊂ `2((Zd)N−1) is precompact. So it is enough to prove that for
any ε > 0 there exits R = Rε such that

∆R(f̂) =
∑
|x|>R

|(T̂ f̂)(x)|2 < ε

uniformly in B.

Since ‖f̂‖ ≤ 1, from the definition of Ĝ0 and V̂ij one can easily check
that

∆R(f̂) ≤ sup
|x|>R

∑
w(1),...,w(n−1)

n−1∏
j=1

Ê(w(j))2×

×
n∏
j=1

v̂αjβj

(x+

j−1∑
i=1

w(i)

)
αj

−

(
x+

j−1∑
i=1

w(i)

)
βj

2

.

Let M = max
ij

sup
x
|v̂ij(x)| <∞. For L > 0 we define

Bm
L = {x = (x1, . . . , xm) ∈ ((Zd)N−1)m : |xi|+ < L, i = 1, . . . , n}.

Since Ê ∈ `1, the series

A =
∑

w(1),...,w(n−1)

n−1∏
j=1

Ê(w(j))2
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is convergent. Thus for given ε > 0 there exists L = Lε > 0 such that

∑
w∈((Zd)N−1)n−1\Bn−1

L

n−1∏
j=1

Ê(w(j))2 ≤ ε

2M2n
,

here w = (w(1), . . . , w(n−1)). Hence

∑
w∈((Zd)N−1)n−1\Bn−1

L

n−1∏
j=1

Ê(w(j))2×

×
n∏
j=1

v̂αjβj

(x+

j−1∑
i=1

w(i)

)
αj

−

(
x+

j−1∑
i=1

w(i)

)
βj

2

≤ ε

2
,

Now consider the finite sum

∑
w∈Bn−1

L

n−1∏
j=1

Ê(w(j))2×

×
n∏
j=1

v̂αjβj

(x+

j−1∑
i=1

w(i)

)
αj

−

(
x+

j−1∑
i=1

w(i)

)
βj

2

.

First we prove that since G is connected if x → ∞, then at least one
of |xαj − xβj |+ tends to ∞. Assume the converse. Let there exist R0 > 0
such that |xαj − xβj |+ < R0 for each j = 1, . . . , n. Then since G is
connected and xN = 0, one can easily show that |xαj |+ < NR0 and so
x ∈ BN−1

NR0
which contradicts to x→∞.

Since v̂αjβj(y)→ 0 as y →∞ for all j = 1, . . . , n, choose r = rε > 0
such that for |y|+ ≥ r

sup
|y|+>r

|v̂αjβj(y)|2 < ε

2AM2n−2
, j = 1, . . . , n.
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Then provided that |x| > Nr + nL (and so |(x +
j0−1∑
i=1

w(i))αj0 − (x +

j0−1∑
i=1

w(i))βj0 | ≥ r for some j0 = j0(x) ), we get

∑
w∈Bn−1

L

n−1∏
j=1

Ê(w(j))2×

×
n∏
j=1

v̂αjβj

(x+

j−1∑
i=1

w(i)

)
αj

−

(
x+

j−1∑
i=1

w(i)

)
βj

2

≤

≤ sup
|x|>NR+nL

v̂αj0βj0

(x+

j−1∑
i=1

w(i)

)
αj0

−

(
x+

j−1∑
i=1

w(i)

)
βj0

2 ∑
w∈(Zd)n−1

n−1∏
j=1

Ê(w(j))2×

×
n∏

j=1, j 6=j0

v̂αjβj

(x+

j−1∑
i=1

w(i)

)
αj

−

(
x+

j−1∑
i=1

w(i)

)
βj

2

≤

≤ ε

2AM2n−2
· AM2n−2 =

ε

2
.

Consequently,

∆Nr+nL(f̂) ≤ ε

uniformly in B. Thus T̂ (B) is compact. �

Fix K ∈ Td and z /∈ σc.

Theorem B.1. Let T = G0(z)Vα1β1G0(z) . . . G0(z)Vαnβn , αj, βj ∈
{1, . . . , N}, αj < βj, be the operator corresponding to the graph G.
Then T is compact if and only if G is connected.

Proof. Assume that G is not connected and corresponding cluster decom-
position is D(G) = {D1, . . . , Dl} with l ≥ 2. Without loss of generality
we may assume that N ∈ D`. We define the abelian group of unitary oper-
ators Us, s ∈ Zd in L2((Td)N−1) as follows:

(Usf)(p) = exp(i(s,
∑
α∈D1

pα))f(p).

It is easy to see that the operators Vαjβj , j = 1, . . . , n and G0(z) commute
with Us. Hence T commutes with Us. Moreover, Riemann-Lebesgue the-
orem implies that Us → 0 weakly as s → ∞. Take f0 ∈ L2((Td)N−1)
such that ‖f0‖ = 1 and T (z)f0 6= 0. Then Usf0 → 0 weakly as s→∞.
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But since Us unitary and commutes with T we have

‖T (Usf0)‖ = ‖Us(Tf0)‖ = ‖Tf0‖ 6→ 0.

Hence T is not compact.
Now assume that G is connected. Set E = (EK − z)−1. Since E is con-

tinuous on (Td)N−1, according to [37] there exists a sequence of trigono-
metric polynomials Ps : (Td)N−1 → C, s = (s1, . . . , sN−1) ∈ Nd such
that Ps converges uniformly to E as s → ∞. Clearly, P̂s = F−1

N−1Ps ∈
`1((Zd)N−1). Let Gs

0 denote the multiplication operator by the function
Ps. Note that Gs

0 converges to G0(z) in operator norm.
Define the sequence of operators

Ts = Gs
0Vα1β1G

s
0 . . . VαnβnG

s
0.

According to proposition B.1, Ts is compact. Since G0(z) and Vij are
bounded operators and n is finite, Ts → T in operator norm, implying T
is also compact.

�
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