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We discuss spectral and resonance properties of a Hamiltonian describing motion
of an electron moving on a “hybrid surface” consisting on a halfline attached by its
endpoints to a plane under influence of a constant magnetic field which interacts
with its spin through a Rashba-type term.

1. Introduction

Investigation of quantum particles confined to manifolds of a mixed dimensionality
has a long history starting from [ESS?]. Recently this problem attracted a new interest
connected with possible influence of external fields and /or internal degrees of freedom. In
this paper we continue this line of research and study the dynamics of a charged particle
with spin %, having in mind an electron, which moves on a “hybrid surface” consisting
of a halfline attached by its endpoint to a plane. In the plane the electron interacts with
a constant magnetic field with orientation perpendicular to it, and with its own spin via
a spin-orbit interaction — in the present work we suppose that the latter is of Rashba
form.

The coupling at the contact point between the halfline and the plane can be chosen
in different ways to make the resulting Hamiltonian self-adjoint. In this sense it may
include a point interaction; such a motion in the plane alone was analyzed in [AP05]; the
hybrid plane without the magnetic field was discussed [ES07].

Construction of the Hamiltonian follows the usual pattern using the theory of self-
adjoint extensions. As a starting information we use free evolution on the disconnected
parts of the configuration space. On one hand it is the halfline equipped with the Lapla-
cian with Neumann boundary condition. This is, of course, simple. More complicated
is the other part describing a particle with spin moving on the plane under the effect of

(1]



[Author and title] 2

a constant magnetic field and Rashba interaction — here we can use the results of the
papers [BGP07a] and [BGP07b] which we briefly recall in the next section.

After this preliminary we construct in Section 3 Hamiltonians describing the coupled
system; we write the appropriate generalized boundary conditions and derive the corre-
sponding Green function. In Section 4 we study properties of these Hamiltonians for a
spin-independent coupling. We analyze scattering of a particle travelling on the halfline
finding the corresponding reflection amplitude. Furthermore, we find the spectrum of
the Hamiltonian as well as the resonances the origin of which are the Landau levels in
the decoupled plane.

2. A preliminary: motion in the plane

In this section we collect some results about the motion in the plane needed in the
following; proofs and details can be found in [BGP07a]. We consider a charged two-
dimensional particle of spin % under the influence of a uniform magnetic field of intensity

B orthogonal to the plane — for definiteness we suppose that B > 0. Let A be the

corresponding magnetic vector potential, B = 8£ v 652”; we employ the symmetric

gauge putting A(z,y) = (%By, f%Ba:). The Hilbert state space is
leane =L (R27 C2)

If we take into account the Rashba spin-orbit interaction, the motion of the particle in
the plane is described by the following Hamiltonian

(% S *
7RUR+gf,uBBO'Z (2.1)

Hp = H,
R 0+h 9

1

.H0:2

matrix,

II?0y with Il := —ihd; — £ Aj, j = x,y, where og is the 2 x 2 identity

*

° 01% = o.lly — oyll;, with the standard notation for the Pauli matrices, o, =

0 1 (0 —i (1 0
1o)% i o )% o —1)
lelh . :
and up = is the Bohr magneton. Furthermore, m. and m* is the electron mass
MeC

and its effective mass, respectively, g, is the effective g-factor, and ag is the real-valued
Rashba constant.
The values of the units are not important in the following hence we shall use mostly

myQ
dimensionless coordinates introducing the following notation: the coupling g := ;;2 R ,
2mhe 2T 27
the magnetic flux quantum &y := , furthermore, b := —B and a := — A or
e 0 0
m
a= (%by, —%bx). Setting now vy := —% —~ we can rewrite the above Hamiltonian as
Me

Hgi = K20'0+2%RUR+’)/b0Z
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where K := %p —a and Ur =0, K, — 0y K.
As usual the properties of such a Hamiltonian are encoded in its resolvent. The latter
is known explicitly and setting

Bri= 2500 =t B GO = k) +b— B (22)

2%R

it is possible to write an explicit formula for the Green function components

GH(x,x;2) G (x,%x/;2)

ontexi) = Ghewss) Ghioni) ) 23)

where x = (z,y), x' = (¢/,y'), and

G (x,x; 2) = LR (Go (%% G (1) = Go (%, X3 ¢ )

2R )
1 /.= I+
5 (G0 X G ) + Go (x5 G (1)),
GRx x3) = P52 (G o, G (1) — G (X' G (1))

1 _
5 (Go(x, %3 G (b)) + Go(x, X3 (-1)) )
while the off-diagonal elements are

G (x,x';2)

=11 (1@ = ") ity =) (TEG [Golxxsci (-0)

—Go(x,x's Gt (b)) | + [ Fo (. %G (=0) — Fo (. X’%CE(—b))D

and G% (x,x'; z) = G32(x/,x; z). Here we have used the notation

oy 2 (2 Wbz
Folx,x52) = (2|b\ 2)F(2 2\b|)

ib b 3 z b
o () = =) (5 — g2 Glee ).
and
1 1 z
Goloex'2) 1= 1205 ~ )

ib b 1 z b
X exp (§(X/\ x') — %(x - X’)2) \P(i R 1; |2—‘(X - x’)2),
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where W is the confluent hypergeometric function and I' is the Euler gamma function.
As usual in these situations it is necessary to know also the renormalized Green function
with the diagonal singularity removed given by

GR"(2) == lim |:GR(X, x';2) — S(x, x’)]

where S(x,x';2) := L log |x — x'|og. If we put
2T
. , 1 , 1 1 z 1]
U(z) = lim (Go(xx $2)t g - log [x—x I) = —E(w(g—m)—w(l)ﬂog 3), (24)
then
ren(y _ ( Gra(?) 0
GR (Z) - ( Rol GS%HQ(Z) )
_ Pro:—xn < U(Cr(®) ~U (¢ 1)) 0 )
2R 0 U(Cr(=0) = U(Cx (=)
+1 ( U(C (b)) + U(CE (D) 0 )
2 0 Ur(=0) +U(Ch(=D) )
where
ren _ 1+ ﬁR_%T 6}2%7(\/Z+ﬂ%+%%7%7“)2
ra(z) = m\2 73 P12 » %
(1 e\ (B WEERTA AP g
A \ 2 2\/2 4 B3 + 52 2b
1 b
+ o (21&(1) —log (2>)
and
ren (1) = 1L (1 Brtsx 2b+ % — (\/z + B% + 22 — ,)?
m2(2) == (3 2\/z + % + 2 v 2b
_ L (L, Bt s 26+ B — (V2 + PR + 22 + »,)?
A \ 2 2\/2 4 B3 + 52 2b
1

(2.6)

The symbol ¢(z) here means the digamma function, known to be a meromorphic function
of z with no branch cut discontinuities and with simple poles at z = 0, —1, —2, ...., defined
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by
> 1
¢(Z):—7+(Z—1);m~

The spectrum of the magnetic Rashba Hamiltonian has been derived in [BGP07a].
It consists of infinitely degenerate eigenvalues which is natural to call modified Landau
levels,

op(Hg) = {eX(n,s) : n €N, s = +1}

(2.7)
e (n,s) = |b|(2n + 1 — ssignb) £ Q%R\/ﬁ% + |b|(2n + 1 — ssignb) ;

one can recover this result by inspecting the resolvent singularities in (2.3).

3. Motion in the hybrid plane

After this preliminary we come to the problem described in the introduction and
suppose that the configuration space consists of a plane described above to which a
halfline lead is attached; without loss of generality we place the junction to the origin of
coordinates in the plane. The construction is analogous to the non-magnetic case [ES07]
the difference being in the plane Hamiltonian component, nevertheless, we describe it in
sufficient detail in order to make the present paper self-contained.

3.1. The halfline-plane coupling

The lead Hilbert space is Hjeaq = L?(Ry, C?), and the whole state space of the system
is the consequently the orthogonal sum H := Hicad ® Hplane. In other words, the wave
functions are of the form ¥ = {t1caq, ¢p1ane}T with each of the components being a 2 x 1
column. The construction starts from the decoupled operator H? := Hjcaq ® Hp where
the first component is the Laplacian on the halfline Hicaq¥iead = *wlléad with Neumann
boundary condition at the endpoint, while Hg is the magnetic Rashba discussed in the
previous section. Following the method of [ES87] we restrict the operator H® to functions
which vanish in the vicinity of the junction obtaining thus a symmetric operator of
deficiency indices (4, 4). In the second step we construct its self-adjoint extensions which
are regarded as admissible Hamiltonians.

The extensions can be characterized in various ways. There is a general scheme com-
ing from von Neumann theory, however, it is by far more practical to employ boundary
conditions when dealing with a problem of the present type. The boundary values on
the halfline are the simply columns ¥eaq(0+) and ), 4(0+). On the other hand, in
the plane we have to use generalized ones. The functions in the domain of the restric-
tion have a logarithmic singularity at the origin and the generalized boundary values
L;(¢piane), j=0,1, appear as coefficients in the corresponding expansion,

otans (%) = =5 LolWptane) In x|+ L (ptane) + o([]). (3.1)
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where

m ¢plane(|x|)

Ix|—0 In x|

Ll(wplane) = ‘}ljrilo W’plane(lx‘) - ln(lx‘)LO(wplane(lxD)]

Using these boundary values we can write the sought boundary conditions as

LO (wplane) =

w{ead (0+) = A¢lead (0+) + C*LO(¢plane) 3 (3 2)
Ll(qszlane) = Cwlead(o“i’) + DLO (wplane) 5 .
where A, D,C are 2 x 2 matrices, the first two of them Hermitian, so the matrix A :=

(‘é%*) depends of sixteen real parameters as the deficiency indices suggest. One can
check easily that the corresponding boundary form vanishes under the condition (3.2),
which means that each fixed A gives rise to a self-adjoint extension H 4 of the restricted
operator.

It is worth noting that the above boundary conditions are generic but do not cover all
the extensions leaving out cases when the matrix A is singular; this flaw can be mended
in the standard way [KS99, AP05] if one replaces (3.2) by the symmetrized form of the

relation,
wlead(0+)) (w{ d(0+))
.A< + Bl [ =0, 3.3
L(] (wplane) Ll (wplane) ( )
where A, B are matrices such that (A|B) has rank four and AB* is Hermitean. We will
restrict ourselves, however, to the case B = —1I in the following; the same is true for the

alternative form of the b.c. mentioned below.

The way in which the parameter matrix is chosen depends on physical properties of
the coupling between the lead and the plane. In particular, diagonal A, D, C' correspond
to the situation when the junction does not couple the spin states, and moreover, scalar
matrices describe a spin-independent coupling. It is obvious that the lead and the plane
are decoupled if A is block-diagonal, i.e. C'= 0. A naive interpretation of the conditions
(3.2) is that C is responsible for the coupling while A and D are point perturbations at
the two components of the configuration space, respectively.

3.2. The Green function

As usual properties of an operator are encoded in its resolvent, hence our next task is
to find the latter for the above constructed self-adjoint extensions. A suitable tool to do
that is Krein’s formula [AGHH, BGMP02] which allows us to find the sought resolvent
starting from Green’s function of the decoupled system which has a block-diagonal form,

Glead (z, 2’5 2) 0
0 /. /. _ lead \ &y &Ly 2
¢l - < 02 Gr(x,x;2) )’ (34)
where 05 is the 2 x 2 null matrix, Gg(x,x’; z) is given by (2.3) and
Glead(x,I/;Z) =L CcoS \/;1.< e VTS o0

NE;
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with the conventional notation, z. := min{z,2'}, z~ := max{z,2'}, since we have
assumed Neumann boundary condition at the halfline endpoint. We introduce Krein’s
function Q(z), which is an analytic 4 x 4-matrix valued function of the spectral parameter
z, as the diagonal values of the kernel, with the above described renormalization in the

planar part, specifically _
N 0,
Q(z) := < vz o ) . 3.5
@ = Y57 gy (35)

The full Green function is obtained by a finite-rank perturbation of the free one. It is
convenient to rewrite the conditions (3.2) using a modified basis in the boundary value
space: instead of the vectors employed above we take

i e (—1/11/ead(0+)> Ty = <7J11ead(0+)> .

LO (wplane) Ll (wplane)
One can check easily that they satisfy A4 + BLat) = 0 with B = —I and
- —A! —A-LC
A= ( —CA' D-cA\Cr ) : (3.6)

It is clear that A which equal up to the sign to AB* is Hermitean. The reason for
the modification is the with last boundary conditions our comparison operator HY is
characterized by T'1¢) = 0, i.e. A° = I, B = 0. This allows us to use the result of [AP05]
directly (in our case it is nothing else than the usual Krein’s formula) to infer that the
resolvent kernel of H 4 is given by

Ga(z,2';x,x';2) = GOz, 2';x,%'; 2) (3.7)
—G(x,0:%,0;2) [Q(z) — A] T G°(0,2',0,%';2);

the second term which a rank sixteen operator represents the resolvent difference between
the free and full Hamiltonian. It is important to note that even in the situation when
the coupling is spin-independent, A = (Z S) ® oo and similarly for A, the Green function
does not decompose; the reason is that the spin states are still coupled by the spin-orbit
interaction in the plane.

4. Properties of H 4-

In this section we will investigate the coupling between the halfline and the plane
with a particular choice of the boundary conditions containing a parameter which allows
us to control the coupling strength. Specifically, we employ the following choice of the

matrices,
. [a € _ 10
A _<5d)®00’ e#0 and B = <01>®00, (4.1)

so the two parts of the configuration manifold are coupled and there is no coupling
between spin degrees of freedom at the contact point. In the plane, of course, we have
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the spin orbit interaction. In the decoupled case, ¢ = 0, the constants @, d can be regarded
as point interaction strengths at the halfline endpoint and in the plane, respectively, to
which a physical interpretation can given in analogy with [ESQ?]. The off-diagonal terms
in the matrix A% are responsible for the coupling between the halfline and the plane.

Having chosen the coupling our next task is to specify the quantities appearing in the
general formula (3.7); we get

Fil(z) 0 Fi?,(z) 0

a1 0 Tia(x) 0 T5a)
QE-AV" =575 t5.5) 0 Tiux) 0
0 Fi,2(z) 0 2,4(2)

52() = (Gis(e) —d)
[5a(z) = Tia(s) ==
o = (45

)

T5,(z) = (\/g_d

4.1. Scattering

7 N 7 N7 N

Analysis of transport on a hybrid surface of mixed dimensionality follows the scheme
described in numerous papers — see, e.g., [ES87], [ES94], [ETV01], [BG03], and refer-
ences therein.

If we have a scattering system in which the difference between the two dynamics
is expressible in terms of self-adjoint extensions of a symmetric operator with finite
deficiency indices it is possible to write the scattering matrix directly in terms of the Krein
operator-valued function Q(z) and the boundary conditions — cf.[AP98] or [BMNOS].
Using this approach — we refer specifically to formula (1.5) from [BMNO08] — we arrive
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at
( f )(Gren(z) ~) - 0 0 0
(=) (G0
- (-7=-) (G —d) <
Sa=(2) = 0 €= Gm(z) e 00 (4.2)
0 10
0 0 0 1

Putting 2 = k% we can in analogy with [ETVO01] describe the reflection amplitude of a
particle travelling along the halfline, with the “upper” spin component only, as follows

(—4 - a) (Gien (k) — d) — &
(i —a) (Gig1(h2) - d) -2

R(k) = (4.3)

which looks like the result contained in [ES07]. As briefly mentioned in the said paper,
however, the magnetic case differs substantially from the non-magnetic one. The point is
that the Green functions G'%" (kQ) with j = 1,2, are real-valued, and as a consequence,
the scattering on the halﬂlne is unitary, |R(k)|?> = 1, in the magnetic case. From the
spectral point of view one can expect formation of resonances due to the perturbation
of the discrete spectrum of the spin-orbit Hamiltonian in the plane embedded in the
continuous spectrum of the free Hamiltonian on the half-line as it is common in similar
cases — see again [ES94], [ETV01] and references therein.

4.2. Spectral properties of HA

The literature devoted to the effect of weak or local perturbations on the Landau
Hamiltonian is rich. In particular, the recent paper [RT08] investigated a weak per-
turbation of the Landau Hamiltonian by a fast decaying or even compactly supported
electric or/and magnetic field; the effect on the Landau levels was generically a splitting.
Of course, eigenvalues split off a Landau level appear in many situations — recall, e.g.,
the classical analysis [GHS89] of a point interaction in a homogeneous magnetic field,
possibly in presence of a potential. However, the result of [RT08] was more surprising:
the authors discovered that a 2D axially symmetric short-range potential gives rise to
an infinite number of the negative-energy levels if one takes into account the spin-orbit
interaction.

Spectral properties of H4" require an accurate analysis, in particular, because the
decoupled system has numerous embedded eigenvalues, and while Weyl’s theorem guar-
antees stability of the essential spectrum, its character might change by the perturbation.
For the sake of definiteness we suppose the magnetic field intensity is positive, b > 0, in
the chosen coordinate frame.

THEOREM 1. Assume that a > 0; then the spectrum of H 4 looks as follows:
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(a) the point spectrum o,(Has) = o,(Hgr) U X, where ¥ is a finite set of negative
eigenvalues,

(b) the continuous spectrum o.(H 4:) = [0, 00),

(c) there are infinitely many resonances with the real parts in the gaps between the
eigenvalues of Hr and megative imaginary parts. The weak coupling behavior of
these resonances is given by the relations (4.14) below.

Proof: The Weyl theorem guarantees the preservation of the essential spectrum,
Oess(Has) = 0ess(Hp). Since both the operators have a common symmetric restriction
with deficiency indices (4,4), it follows from general principles [We80, Sec. 8.3] that the
negative spectrum of A° consists of at most sixteen eigenvalues, multiplicity taken into
account. To learn more about the the point spectrum, o,(H 4 ), it is necessary to check
directly the singularities of the resolvent (3.7). We will analyze explicitly one component,
the other ones can be treated similarly. We rewrite the (3,3) component of the matrix
(3.7) as

(Ga(z,2';%,%'52)) (3.3)
GH(x,0;2) (LZ - &) GH(0,%x';2)

- a) [Gg;jg(z) - J] e

=GR (xx52) -

W

— . — (4.4)

where G} (x,x’; 2) equals

1 - - 1 - /
(5+ 7522 Galox'sG0) + (5 = 2522 Galoe ' G50)

Expanding the digamma function in Gg (x7 x'; z) we get

Go(x,x';2) = i(9()(,)(') {@(; - ﬁ E @(x — x’)z) log <|g|(x - x’)z)

> (1 _
+ Z (QTQb)T (—477 U(z — 2|blr) — logg +2¥(1) —2U(1 + r)) mrl

O(x,x’) 1= exp (%(x AX') — |4£|(x — x’)Q)
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and
L(z+7)
I'(z)

(o]
a

D(a,c,x) = Z ((C>3;'xr with  (2), =

r=0
It is easy to check that the first term of the last expression at the rhs of (4.4) is still
singular for C;%(b) = n and this singularities are the same as those of the decoupled
Hamiltonian. In a similar way we can treat the other components of the resolvent (3.7)
concluding that the Rashba energy levels remain to be embedded eigenvalue of infinite
multiplicity in the coupled case. Using this fact and the above mentioned preservation
of the essential spectrum it is possible to determine the continuous part of the spectrum,

UC(HAE) = O'C(Ho)

The resolvent (3.7) can have naturally other singularities coming from zeroes of D¢ (z).
In the decoupled case, e = 0, the point interaction on the halfline has one bound state
with the negative energy Ey = —a%, since we have assumed a > 0. Let us analyze the
effect of the coupling, € # 0, observing the component (7, j) of (3.7) with j = 1,2,

i —iy/zx
Ga) = ﬁCOS(\/E%)e Ve
N i 2 e—iﬁwe—iﬁz'
\/E i ~ €2

V: YT G —d

(G (m,2";%,%'; 2))

The only singularity in the vicinity of Fy is obtained from the equation

(\2—&)[ ;Sj;(z)—ci} —e2=0 j=1,2

The Rashba eigenvalues of the unperturbed Hamiltonian, corresponding to € = 0, d=0,
are all real, positive and infinitely degenerate, and since the perturbation is of finite rank
in the resolvent sense, continuity of the singularities w.r.t. € is guaranteed.

For starters let us discuss qualitatively the solutions of the equation D.(z) = 0 around
Rashba eigenvalues. For the decoupled case, ¢ = 0, and d # 0 we a point interaction in
the plane with spin-orbit interaction and the effect of this perturbation is analogous to
that of [GHS89]. Suppose that d is sufficiently large to keep all the eigenvalues real and
positive — we recall that the lowest one goes to —co as d — —0o — which means in
the language of two-dimensional point interactions that the perturbation is sufficiently
weak. Switching then the coupling in, € # 0, the condition D.(z) = 0 with the solution
z = A € Ry can be then rewritten as

Gr(A) —d

VA =i . :
aGrno) —d) + =2

j=1,2 (4.5)

and we notice that this equation cannot be solved by any real positive A because on the
left-hand side we have always a real positive number while the right-hand side is always
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purely imaginary. This is due to the fact that the function G}‘EE(/\) is takes real values
for every A > 0 and j = 1,2. If there is a solution to this equation it must be therefore
outside the real axis.

On the other hand, for a sufficiently strong point interaction in the couple case, € = 0,
in other words for d sufficiently large negative there may be negative eigenvalues. The
equation for singularities in this case can be written as

Gili(z) =d (4.6)

From the properties of the digamma function we see that the function Gﬁ%’;(z) is
monotonously decreasing around the origin, it is positive in a neigborhood when it ap-
proaches the first Rashba level and has a zero on the negative halfline. Consequently,
for d sufficiently large negative there is a negative solution. Switching now again the
coupling in, € # 0, an taking z = —\ with A > 0 we see from (4.5) that such a solution
can remain a negative eigenvalue, at least for || small enough.

Let us now look more closely how the singularities of the resolvent behave in the weak
coupling regime. We are going to find the corresponding series expansion in € using a
recursive procedure. To begin with we rewrite the equation D.(z) = 0 as

1
f(Z) = ren (47)
GR,j(Z)
where we have introduced
1 ad —e2)ay/z +d ie%\/z
JE)im e = WA )OER D Ve (45)
d— % (ad —e2)2z+d?  (ad —€2)2z + d?
To simplify the recursive procedure we adopt the following notation,
EY . = 2nb — 256,/ 3% + 2nb
EY . = 2nb+ 256.\/3% + 2nb (4.9)
B, =2(n+1)b— 25/B% +2(n+ 1)b '
EY, =2(n+1)b+ 256.\/B% 4+ 2(n+ 1)b
and we will look for the fixed points of
B SOy — Dy -
Gl;gy;(z(k)) —IO(El,n)(Z -z )—f(Z )7 l_132a3a4a.7 =12, (410)
where
0 1
p(E)) = - | mmer— , 1=1,2, (4.11)
0z GR71(z) By,
0 1
p(Ep,) = — , 1=3,4, (4.12)
: 02 \Gy(2) )| _
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8r  /2nb+ (%

b B4\ /2nb+ 5

(B, = p(EY, )= — 552t O
P 1,n P 4,n—1 b ﬂ%—\/m

In this way we can determine the position of the singularities in the leading order in e.

Starting with 2(®) = EP, + ﬁ% and | = 1,3 we have two negative real solutions if
? l,n

d< min{Cy, Cy} with C; = (E?,lp(E?’l))_1 and Cy = (Eg)lp(Eg,l))_l.
On the other hand, for d sufficiently large the starting point of the recursive procedure

will be a positive eigenvalue z(®) = E) + o o % and the fixed points of the recursive
’ l,n

procedure, from (4.10) and (4.13), will be have a positive real part and a negative imag-
inary part; in the leading order in € the real and imaginary parts of the resonances
are

p(Eg,n) = p(Eg,n—l) =
(4.13)

1 1 akE?
ROEE) =B 4+ —— [ 54— g2 4 (e
i) = om0 5 (d Eaver,) )

JEO g2
1 ln
T(E/¢) = +0(e?)

b (B, d2(1+ G2EY)

(4.14)

From the first of (4.14), putting € = 0, it is obtained the displacement of the Rashba
energy levels due to the point interaction in the plane. In the coupling case, for € # 0
the energy eigenvalue will migrate in a resonance with negative imaginary part.

The convergence of the sequence in a ball of radius €2 centered at z(?) = Egn—k p(El,o )

-

can be proved using the following estimates,

120 — 2O = IF ) < Cae?,

1
p(Ep,)
2D — 2 < Gy e2e® — 2D

where the constants C; are independent of €. W

Remark 1 The assumption a > 0 was used to ensure that there are proper eigenvalues
in the decoupled case on the halfline. In a similar way one can treat the case a < 0
where for € = 0 there is a singularity for the decoupled resolvent but it is on the second
Riemann sheet, i.e. an antibound state. One can check that for ¢ # 0 this point will
move remaining on the real negative axis on the second Riemann sheet.

In order to illustrate the above conclusions, one can analyze in an example the effect
of the coupling on the positive eigenvalues coming from the Rashba energy levels in the
plane. For instance, let us consider the following eigenvalue in the decoupled case:

EYy = ES, =2b— 23p\/ % + 2b (4.15)
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We fix the value of d = 1 and study numerically the effect of the coupling € # 0. In the
following pictures the real and the imaginary parts of the resonances arising from the
same Rashba eigenvalue E?Q = Eg,1 are shown.

9
ral 1 15 2 25

Figure 1: In blue the real part of the resonance is plotted as a function of €, coming from
E? , (color online). In red (the lower curve) the real part of the resonance coming from

E3 | with d=1,b=1,a=0and x/b=0.1 is shown.

Figure 2: The imaginary part of the same resonances as above.

As it often happens in such resonance problems — see, e.g., [E§94] — for large values
of the coupling constant € the resonance can approach an eigenvalue again. In our case
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it is clear that 3.2 reduces in the limit € — oo to Dirichlet boundary conditions.
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