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1. Introduction

In this series of articles we provide a general framework for studying
localization of acoustic waves, elastic waves, and electromagnetic waves
in inhomogeneous and random media, i.e., the existence of acoustic,
elastic, and electromagnetic waves such that almost all of the wave’s
energy remains in a fixed bounded region uniformly over time. Our
general framework encompasses acoustic waves with position dependent
compressibility and mass density, elastic waves with position dependent
Lamé moduli and mass density, and electromagnetic waves with posi-
tion dependent magnetic permeability and dielectric constant. We also
allow for anisotropy.

In the first article [KK] we developed mathematical methods to
study wave localization in inhomogeneous media; as an application we
proved localization for local perturbations (defects) of media with a gap
in the spectrum, and studied midgap eigenmodes. In this second article
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2 Abel Klein and Andrew Koines

these methods are applied to prove existence of exponential localization
(Anderson localization) and strong Hilbert-Schmidt dynamical localiza-
tion for classical waves in random media. This phenomenum has been
experimentally observed for light waves [WBLR].

Previous results on localization of classical waves in random media
[FK3, FK4, FK7, CHT] considered only the case of one random co-
efficient. Acoustic and electromagnetic waves were treated separately.
Elastic waves were not discussed.

Our results extend the work of Figotin and Klein [FK3, FK4, FK7]
in several ways: 1) We study a general class of classical waves which
includes acoustic, electromagnetic and elastic waves as special cases.
2) We allow for two random coefficients (e.g., electromagnetic waves in
media where both the magnetic permeability and the dielectric constant
are random). 3) We allow for anisotropy in our wave equations. 4) We
prove strong Hilbert-Schmidt dynamical localization in random media,
using the bootstrap multiscale analysis of Germinet and Klein [GK1]
and the generalized eigenfunction expansion of of Klein, Koines and
Seifert [KKS] for classical wave operators.

Our approach to the mathematical study of localization of classical
waves is operator theoretic and reminiscent of quantum mechanics. It
is based on the fact that many wave propagation phenomena in clas-
sical physics are governed by equations that can be recast in abstract
Schrödinger form [Wi, SW, FK4, Kle, KKS, KK]. The corresponding
self-adjoint operator, which governs the dynamics, is a first order partial
differential operator, but its spectral theory may be studied through an
auxiliary self-adjoint, second order partial differential operator. These
second order classical wave operators are analogous to Schrödinger op-
erators in quantum mechanics. The method is particularly suitable for
the study of phenomena historically associated with quantum mechan-
ical electron waves, especially Anderson localization in random media
[FK3, FK4, FK7, Kle] and midgap defect eigenmodes [FK5, FK6, KK].

Physically interesting inhomogeneous and random media give rise
to nonsmooth coefficients in the classical wave equations, and hence in
their classical wave operators. Thus we make no assumptions about the
smoothness of the coefficients of classical wave operators.

Classical waves do not localize in a homogeneous medium; to obtain
wave localization an appropriate medium must be fabricated. We start
with an underlying periodic medium (a “photonic crystal” in the case
of light waves) with a spectral gap. As randomness is added to the
medium, we prove that the gap in the spectrum shrinks (possibly
closing), and localization occurs in the spectrum at the edges of the
gap. A crucial technical result is a Wegner-type estimate for random
second order classical wave operators with two random coefficients.

frameworkRandomKluwer.tex; 20/11/2002; 8:23; p.2



A General Framework for Localization of Classical Waves: II 3

This paper is organized as follows: In Section 2 we review our frame-
work for studying classical waves. In Section 3 we discuss localization
of classical waves in random media. We introduce a model for random
media, and consider the corresponding random classical wave operators.
Exponential localization and strong Hilbert-Schmidt dynamical local-
ization are defined. The connection between localization of a random
first order classical wave operator and localization of the two asso-
ciated random second order classical wave operators is described in
Remarks 3.7 and 3.8. We study the effect of randomness on a spectral
gap of an underlying periodic medium in Theorem 3.10. The results
on localization are stated in Theorems 3.11 - 3.14. In Section 4 we
show that random second order partially elliptic classical wave oper-
ators satisfy the requirements for the bootstrap multiscale analysis in
Theorem 4.1; the Wegner estimate for random second order classical
wave operators is given in Theorem 4.4. The results on localization are
proven using the bootstrap multiscale analysis.

2. Classical wave operators

We start by reviewing the mathematical framework for classical waves
introduced in the prequel [KK], to which we refer for discussion and
examples.

Many classical wave equations in a linear, lossless, inhomogeneous
medium can be written as first order equations of the form:

K(x)−1 ∂

∂t
ψt(x) = D∗φt(x)

R(x)−1 ∂

∂t
φt(x) = −Dψt(x)

, (2.1)

where x ∈ Rd (space), t ∈ R (time), ψt(x) ∈ Cn and φt(x) ∈ Cm are
physical quantities that describe the state of the medium at position x
and time t, D is an m × n matrix whose entries are first order partial
differential operators with constant coefficients (see Definition 2.1), D∗

is the formal adjoint of D, and, K(x) and R(x) are n × n and m × m
positive, invertible matrices, uniformly bounded from above and away
from 0, that describe the medium at position x (see Definition 2.3). In
addition, D satisfies a partial ellipticity property (see Definition 2.2),
and there may be auxiliary conditions to be satisfied by the quantities
ψt(x) and φt(x).

The physical quantities ψt(x) and φt(x) then satisfy second order
wave equations, with the same auxiliary conditions:

∂2

∂t2
ψt(x) = −K(x)D∗R(x)Dψt(x) (2.2)
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∂2

∂t2
φt(x) = −R(x)DK(x)D∗φt(x) . (2.3)

Conversely, given (2.2) (or (2.3)), we may write this equation in the
form (2.1) by introducing an appropriate quantity φt(x) (or ψt(x)),
which will then satisfy equation (2.3) (or (2.2)).

The wave equation (2.1) may be rewritten in abstract Schrödinger
form:

−i
d

dt
Ψt = WΨt , (2.4)

where Ψt =
(

ψt

φt

)
and

W =
(

0 −iK(x)D∗

iR(x)D 0

)
. (2.5)

The (first order) classical wave operator W is formally (and can be
defined as) a self-adjoint operator on the Hilbert space

H = L2
(
Rd, K(x)−1dx;Cn

)
⊕ L2

(
Rd,R(x)−1dx;Cm

)
, (2.6)

where, for a k×k positive invertible matrix-valued measurable function
S(x), we set

L2
(
Rd,S(x)−1dx;Ck

)
=

{
f :Rd → Ck;

〈
f,S(x)−1f

〉
L2(Rd,dx;Ck)

< ∞
}

.

The auxiliary conditions to the wave equation are imposed by requiring
the solutions to equation (2.4) to also satisfy

Ψt = P⊥
WΨt, (2.7)

where P⊥
W denotes the orthogonal projection onto the orthogonal com-

plement of the kernel of W. The solutions to the equations (2.4) and
(2.7) are of the form

Ψt = eitWP⊥
WΦ0 , Φ0 ∈ H . (2.8)

The energy density at time t of a solution Ψ ≡ Ψt(x) = (ψt(x), φt(x))
of the wave equation (2.1) is given by

EΨ(t, x) =
1
2

{
〈ψ(x)t,K(x)−1ψt(x)〉Cn + 〈φt(x), R(x)−1φt(x)〉Cm

}
.

(2.9)
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The wave energy, a conserved quantity, is thus given by

EΨ = 1
2‖Ψt‖2

H for any t. (2.10)

Note that (2.8) gives the finite energy solutions to the wave equation
(2.1).

It is convenient to work on L2
(
Rd, dx; Ck

)
instead of the weighted

space L2
(
Rd, S(x)−1dx; Ck

)
. To do so, note that the operator VS , given

by multiplication by the matrix S(x)−1/2, is a unitary map from the
Hilbert space L2

(
Rd,S(x)−1dx; Ck

)
to L2

(
Rd, dx;Ck

)
, and if we set

W̃ = (VK ⊕ VR) W (V ∗
K ⊕ V ∗

R), we have

W̃ =

(
0 −i

√
K(x)D∗√R(x)

i
√

R(x)D
√

K(x) 0

)
, (2.11)

a formally self-adjoint operator on L2
(
Rd, dx; Cn

)
⊕ L2

(
Rd, dx;Cm

)
.

In addition, if S−I ≤ S(x) ≤ S+I with 0 < S− ≤ S+ < ∞, as it
will be the case in this article, it turns out that if ϕ̃ = VSϕ, then the
functions ϕ(x) and ϕ̃(x) share the same decay and growth proporties
(e.g., exponential or polynomial decay).

Thus it will suffice for us to work on L2
(
Rd, dx; Ck

)
, and we will do

so in the remainder of this article. We set

H(k) = L2(Rd, dx;Ck) . (2.12)

Given a closed densely defined operator T on a Hilbert space H, we
will denote its kernel by kerT and its range by ran T ; note ker T ∗T =
ker T . If T is self-adjoint, it leaves invariant the orthogonal complement
of its kernel; the restriction of T to (ker T )⊥ will be denoted by T⊥. Note
that T⊥ is a self-adjoint operator on the Hilbert space (ker T )⊥ = P⊥

T H,
where P⊥

T denotes the orthogonal projection onto (ker T )⊥.

DEFINITION 2.1. A constant coefficient, first order, partial differen-
tial operator D from H(n) to H(m) (CPDO

(1)
n,m) is of the form

D = D(−i∇), where, for a d-component vector k, D(k) is the m × n
matrix

D(k) = [D(k)r,s]r=1,...,m
s=1,...,n

; D(k)r,s = ar,s · k , ar,s ∈ Cd . (2.13)

We set
D+ = sup{‖D(k)‖; k ∈ Cd, |k| = 1} , (2.14)
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so ‖D(k)‖ ≤ D+|k| for all k ∈ Cd. Note that D+ is bounded by the
norm of the matrix [|ar,s|]r=1,...,m

s=1,...,n
.

Defined on

D(D) = {ψ ∈ H(n) : Dψ ∈ H(m) in distributional sense} , (2.15)

a CPDO
(1)
n,m D is a closed, densely defined operator, and C∞

0 (Rd;Cn)
(the space of infinitely differentiable functions with compact support)
is an operator core for D. We will denote by D∗ the CPDO

(1)
m,n given

by the formal adjoint of the matrix in (2.13).

DEFINITION 2.2. A CPDO
(1)
n,m D is said to be partially elliptic if

there exists a CPDO
(1)
n,q D⊥ (for some q), satisfying the following two

properties:

D⊥D∗ = 0 , (2.16)
D∗D + (D⊥)∗D⊥ ≥ Θ [(−∆) ⊗ In] , (2.17)

with Θ > 0 being a constant. (∆ = ∇·∇ is the Laplacian on L2(Rd, dx);
In denotes the n × n identity matrix.)

If D is partially elliptic, we have

H(n) = kerD⊥ ⊕ kerD , (2.18)

and
D∗D + (D⊥)∗D⊥ = (D∗D)⊥ ⊕ ((D⊥)∗D⊥)⊥ . (2.19)

Note that D is elliptic if and only it is partially elliptic with D⊥ = 0.
Note also that a CPDO

(1)
n,m D may be partially elliptic with D∗ not

being partially elliptic [KKS, Remark 1.1].

DEFINITION 2.3. A coefficient operator S on H(n) (COn) is a boun-
ded, invertible operator given by multiplication by a coefficient matrix:
an n × n matrix -valued measurable function S(x) on Rd, satisfying

S−In ≤ S(x) ≤ S+In , with 0 < S− ≤ S+ < ∞ . (2.20)

DEFINITION 2.4. A multiplicative coefficient, first order, partial dif-
ferential operator from H(n) to H(m) (MPDO

(1)
n,m) is of the form

A =
√

RD
√

K on D(A) = K− 1
2 D(D) , (2.21)

where D is a CPDO
(1)
n,m , K is a COn , and R is a COm . (We will write

AK,R for A whenever it is necessary to make explicit the dependence
on the on the medium, i.e., on the coefficient operators. D does not
depend on the medium, so it will be omitted in the notation.)
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An MPDO
(1)
n,m A is a closed, densely defined operator with A∗ =√

KD∗√R an MPDO
(1)
m,n. Note that K− 1

2 C∞
0 (Rd;Cn) is an operator

core for A. The following quantity will appear often in estimates:

ΞA ≡ D+
√

R+K+ . (2.22)

DEFINITION 2.5. A first order classical wave operator (CWO
(1)
n,m) is

an operator of the form

WA =
[

0 −iA∗

iA 0

]
on H(n+m) ∼= H(n) ⊕ H(m) , (2.23)

where A is an MPDO
(1)
n,m. If either D or D∗ is partially elliptic, WA

will also be called partially elliptic. If both D and D∗ are partially
elliptic, WA will be called doubly partially elliptic.

Note that our definition of a first order classical wave operator is
more restrictive than the one used in [KKS]. Our definition of partial el-
lipticity is also different from [KKS], where partially eliptic corresponds
to our doubly partially elliptic - see [KKS, Remark 1.2].

REMARK 2.6. The usual first order classical wave operators are dou-
bly partially elliptic, including the operators corresponding to electro-
magnetic waves (Maxwell equations), acoustic waves, and elastic waves
(see [KK, p. 100]). But there are examples of first order classical wave
operators which are partially elliptic but not doubly partially elliptic
(see [KKS, Remark 1.1]).

The Schrödinger-like equation (2.4) for classical waves with the aux-
iliary condition (2.7) may be written in the form:

−i
∂

∂t
Ψt = (WA)⊥Ψt , Ψt ∈ (ker WA)⊥ = (ker A)⊥ ⊕ (ker A∗)⊥,

(2.24)
with WA a CWO

(1)
n+m as in (2.23). Its solutions are of the form

Ψt = eit(WA)⊥Ψ0 , Ψ0 ∈ (kerWA)⊥ , (2.25)

which is just another way of writing (2.8).
Since

(WA)2 =
[

A∗A 0
0 AA∗

]
, (2.26)

if Ψt = (ψt, φt) ∈ H(n) ⊕ H(m) is a solution of (2.24), then its compo-
nents satisfy the second order wave equations (2.2) and (2.3), plus the
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8 Abel Klein and Andrew Koines

auxiliary conditions, which may be all written in the form

∂2

∂t2
ψt = −(A∗A)⊥ψt , with ψt ∈ (ker A)⊥ , (2.27)

∂2

∂t2
φt = −(AA∗)⊥φt , with φt ∈ (ker A∗)⊥ . (2.28)

The solutions to (2.27) and (2.28) may be written as

ψt = cos
(
t(A∗A)

1
2
⊥

)
ψ0 + sin

(
t(A∗A)

1
2
⊥

)
η0, ψ0, η0 ∈ (ker A)⊥, (2.29)

φt = cos
(
t(AA∗)

1
2
⊥

)
φ0 + sin

(
t(AA∗)

1
2
⊥

)
ζ0, φ0, ζ0 ∈ (ker A∗)⊥, (2.30)

with a similar expression for the solutions of (2.28).
The operators (A∗A)⊥ and (AA∗)⊥ are unitarily equivalent (see

[KK, Lemma A.1]): the operator U defined by

Uψ = A(A∗A)
− 1

2
⊥ ψ for ψ ∈ ran (A∗A)

1
2
⊥ , (2.31)

extends to a unitary operator from (ker A)⊥ to (ker A∗)⊥, and

(AA∗)⊥ = U (A∗A)⊥U∗ . (2.32)

In particular, Ψt = (ψt, φt) is the solution of (2.24) given in (2.25) if
and only if ψt and φt are the solutions (2.29) and (2.30) of (2.27) and
(2.28) with η0 = Uφ0 and ζ0 = U ∗ψ0.

In addition, if

U =
1√
2

[
IA IA

iU −iU

]
, with IA the identity on (kerA)⊥ , (2.33)

U is a unitary operator from (kerA)⊥⊕(ker A)⊥ to (ker A)⊥⊕(ker A∗)⊥,
and we have the unitary equivalence:

U∗(WA)⊥U = (A∗A)
1
2
⊥ ⊕

[
−(A∗A)

1
2
⊥

]
. (2.34)

Thus the operator (A∗A)⊥ contains full information about the spec-
tral theory of the operator (WA)⊥. In particular

σ((WA)⊥) = σ

(
(A∗A)

1
2
⊥

)
∪

(
−σ

(
(A∗A)

1
2
⊥

))
, (2.35)

and to find all eigenvalues and eigenfunctions for (WA)⊥, it is necessary
and sufficient to find all eigenvalues and eigefunctions for (A∗A)⊥. For
if (A∗A)⊥ψω2 = ω2ψω2 , with ω 6= 0, ψω2 6= 0, we have

(WA)⊥

(
ψω2, ±

i

ω
Aψω2

)
= ±ω

(
ψω2 ,±

i

ω
Aψω2

)
. (2.36)
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Conversely, if (WA)⊥ (ψ±ω, φ±ω) = ±ω (ψ±ω, φ±ω), with ω 6= 0, it
follows that (see [KKS, Proposition 5.2])

(A∗A)⊥ψ±ω = ω2ψ±ω and φ±ω = ± i

ω
Aψ±ω . (2.37)

DEFINITION 2.7. A second order classical wave operator on H(n)

(CWO
(2)
n ) is an operator W = A∗A, with A an MPDO

(1)
n,m for some

m. (We write WK,R = A∗
K,RAK,R .) If D in (2.21) is partially elliptic,

the CWO
(2)
n will also be called partially elliptic.

Note that a first order classical wave operator WA is partially elliptic
if and only if one of the two second order classical wave operators A∗A
and AA∗ is partially elliptic. It is doubly elliptic if both A∗A and AA∗

are partially elliptic.

DEFINITION 2.8. A classical wave operator (CWO) is either a
CWO

(1)
n or a CWO

(2)
n . If the operator W is a CWO, we call W⊥ a

proper CWO.

REMARK 2.9. A proper classical wave operator W has a trivial kernel
by construction, so 0 is not an eigenvalue. But 0 is in the spectrum of
W⊥ [KKS, Theorem A.1], so W⊥ and W have the same spectrum and
essential spectrum.

3. Wave localization in random media

The form of the wave equation (2.1) is given by a constant coefficient,
first order, partial differential operator D from H(n) to H(m); the prop-
erties of the medium are encoded in the coefficients matrices K(x) and
R(x). Random media is modeled by random coefficients matrices.

In this article we study random perturbations of an underlying peri-
odic medium, i.e., a medium specified by periodic coefficients matrices
(recall Definition 2.3) K0(x) and R0(x) with the same period q (i.e.,
K0(x) = K0(x + qj) and R0(x) = R0(x + qj) for all j ∈ Zd - we
take q ∈ N without loss of generality). We use the following model for
random media:

ASSUMPTION 3.1 (Random medium). The random medium is mod-
eled by random matrix-valued functions Kg(x) = Kg,ω(x) and Rg(x) =
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Rg,ω(x) of the form

Kg,ω(x) = γg,ω(x)K0(x), with γg,ω(x) = 1 + g
∑

i∈Zd

ωiui(x) , (3.1)

Rg,ω(x) = ζg,ω(x)R0(x) , with ζg,ω(x) = 1 + g
∑

i∈Zd

ωivi(x) , (3.2)

where

(i) Ko(x) and Ro(x) are n×n and m×m periodic coefficient matrices
with period q ∈ N.

(ii) ui(x) = u(x − i) and vi(x) = v(x − i) for i ∈ Zd, where u and
v are real valued measurable functions on Rd with support in the
cube centered at the origin with side r < ∞, with

0 ≤ U− ≤ U(x) =
∑

i∈Zd

ui(x) ≤ U+ (3.3)

0 ≤ V− ≤ V (x) =
∑

i∈Zd

vi(x) ≤ V+ (3.4)

for a.e. x ∈ Rd, where U± and V± are constants such that

0 < Z− ≤ Z+ < ∞ , with Z± = max{U±, V±} . (3.5)

(iii) ω = {ωi; i ∈ Zd} is a family of independent, identically distributed
random variables taking values in the interval [−1, 1], whose com-
mon probability distribution µ has a bounded density ρ > 0 a.e. in
[−1, 1].

(iv) g, the disorder parameter, satisfies

0 ≤ g <
1

Z+
. (3.6)

REMARK 3.2. The use of the same random variables in (3.1) and
(3.2) models the fact that the medium itself is what is random. This
randomness in the medium is modeled by random coefficient matri-
ces, which are not independent since a change in the medium leads to
changes in both coefficient matrices.

REMARK 3.3. The results in this article are also valid for random
coefficient matrices Kg,ω(x) and Rg,ω(x) of the form

Kg,ω(x) = γ−1
g,ωK0(x) , Rg,ω(x) = ζ−1

g,ωR0(x) . (3.7)

The modifications in the proofs are obvious. This is the form used in
[FK3, FK4] for acoustic and electromagnetic waves.
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It follows from Assumption (3.1) that for a.e. ω the coefficient ma-
trices Kg,ω(x) and Rg,ω(x) satisfy (2.20) with

Kg,ω,± = Kg,± ≡ K0,±(1 ± gU+) , (3.8)
Rg,ω,± = Rg,± ≡ R0,±(1 ± gV+) . (3.9)

Thus multiplication by Kg,ω(x) and Rg,ω(x) yield coefficient operators
Kg = Kg,ω and Rg = Rg,ω as in Definition 2.3, for a.e. ω. For later use,
we set

Ξg = D+

√
Rg,+Kg,+ , (3.10)

δ±(g) =
U±

1 ∓ gU+
, (3.11)

η±(g) =
V±

1 ∓ gV+
. (3.12)

The periodic operators associated with the coefficient matrices K0(x)
and R0(x) will carry the subscript 0, i.e.,

A0 =
√

R0D
√

K0 , W0 = WA0 , W0 = A∗
0A0 . (3.13)

Similarly, we write (for a.e. ω)

Ag,ω =
√

Rg,ωD
√

Kg,ω , Wg,ω = WAg,ω , Wg,ω = A∗
g,ωAg,ω . (3.14)

We also set
Wg,ω,∗ = Ag,ωA∗

g,ω , (3.15)

and recall (2.32).

DEFINITION 3.4. By a random classical wave operator we will always
mean either Wg,ω (first order) or Wg,ω (second order) as in (3.14), with
the random coefficient matrices satisfying Assumption (3.1)

Note that Wg,ω,∗ is also a random second order classical wave oper-
ator.

Random classical wave operators are random operators (see Ap-
pendix A; a random operator is a mapping ω → Hω from a probability
space to self-adjoint operators on a Hilbert space, such that the map-
pings ω → f(Hω) are strongly measurable for all bounded measurable
functions f on R). In addition, they are qZd-ergodic.

It is a consequence of ergodicity that there exist nonrandom sets Σg

and Σg, such that σ(Wg,ω) = Σg and σ(Wg,ω) = Σg with probability
one. In addition, the decompositions of σ(Wg,ω) and σ(Wg,ω) into pure
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point spectrum, absolutely continuous spectrum and singular continu-
ous spectrum are also independent of the choice of ω with probability
one [KM1, CL]. (These sets are related by (2.34).)

We will use Ŵg,ω to denote a random classical operator of either
first or second order; its almost sure spectrum will be denoted by Σ̂g .

Random classical wave operators may exhibit the phenomenum of
localization. We give two definitions: the first, spectral localization, in
its stronger form, exponential localization, is sometimes called Ander-
son localization; the second is a stronger form of dynamical localization
introduced in [GK1].

DEFINITION 3.5 (Exponential localization). The random random clas-
sical wave operator Ŵg,ω exhibits spectral localization in an interval I

if I ∩ Σ̂g 6= ∅ and Ŵg,ω has only pure point spectrum in I ∩ Σ̂g with
probability one. It exhibits exponential localization in I if it exhibits
spectral localization in I and, with probability one, all the eigenfunctions
corresponding to eigenvalues in I are exponentially decaying (in the
sense of having exponentially decaying local L2-norms).

DEFINITION 3.6. The random classical wave operator Ŵg,ω exhibits
strong HS-dynamical localization in an interval I if I ∩ Σ̂g 6= ∅ and for
any bounded region Ω and all p ≥ 0 we have

E
(

sup
|||f |||≤1

∥∥∥|X |
p
2 f(Ŵg,ω)E

Ŵg,ω
(I)χΩ

∥∥∥
2

2

)
< ∞ . (3.16)

(The supremum is taken over Borel functions f of a real variable,
with |||f ||| = supt∈R |f(t)| ; EH( ) denotes the spectral projection of the
self-adjoint operator H; ‖B‖2 denotes the Hilbert-Schmidt norm of the
operator B.)

REMARK 3.7. In view of (2.32) and (2.34), spectral localization of a
random second order classical wave operator Wg,ω in a compact interval
I ⊂ (0,∞) is equivalent to spectral localization of Wg,ω,∗ in I, and also
equivalent to spectral localization of the random first order classical
wave operator Wg,ω in one (and then both) of the compact intervals
±

√
I. The same is true for exponential localization, in view of (2.36),

(2.37), and the interior estimate of [KK, Lemma 3.4].

REMARK 3.8. In view of (2.26), strong HS-dynamical localization of
both random second order classical wave operators Wg,ω and Wg,ω,∗
in a compact interval I ⊂ (0,∞) is equivalent to strong HS-dynamical
localization of the random first order classical wave operator Wg,ω in
both compact intervals ±

√
I.
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A General Framework for Localization of Classical Waves: II 13

It follows from Remarks 3.7 and 3.8 that it suffices to prove local-
ization for random second order classical wave operators.

To create an environment which favors localization, we follow the
strategy first introduced in [FK1] and subsequently used in [FK2, FK3,
FK4, KSS, CHT]: We start with an underlying periodic medium. The
spectrum associated with a periodic medium has band gap structure
and may have a gap in the spectrum. We assume the existence of a
spectral gap for the underlying periodic medium. We randomize this
periodic medium with a gap in the spectrum, prove that the gap shrinks
but does not close if the disorder is not too large, and show that ex-
ponential localization and strong HS-dynamical localization occurs in
a vicinity of the edges of the gap.

ASSUMPTION 3.9 (Gap in the spectrum). There is a gap in the spec-
trum of the periodic second order classical wave operator W0. More
precisely, there exist a, b ∈ σ(W0), 0 < a < b, such that

(a, b) ∩ σ(W0) = ∅ . (3.17)

When randomness is added to the medium, the spectrum of the
corresponding classical wave operator changes. The following theorem
gives information on what happens to a spectral gap.

THEOREM 3.10 (Location of the spectral gap). Let Wg,ω be a ran-
dom second order classical wave operator satisfying Assumption 3.9.
There exists g0, with

max
{

1
U+

, 1
V+

} (
1 −

(a
b

) 1
4
)

≤ g0 ≤ (3.18)

min

{
1

Z+
, 1

U+

((
b
a

) U+
4U− − 1

)
, 1

V+

((
b
a

) V+
4V− − 1

)}
,

and increasing, Lipschitz continuous real valued functions a(g) and
−b(g) on the interval

[
0, 1

Z+

)
, with a(0) = a, b(0) = b, and a(g) ≤ b(g),

such that:

(i)
Σg ∩ [a, b] = [a, a(g)] ∪ [b(g), b] . (3.19)

(ii) If g < g0 we have a(g) < b(g) and (a(g), b(g)) is a gap in the
spectrum Σg of the random operator Wg,ω. Moreover, we have

a(1 + gU+)
U−
U+ (1 + gV+)

V−
V+ ≤ a(g) ≤ a

(1−gU+)(1−gV+) (3.20)
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14 Abel Klein and Andrew Koines

and

b(1 − gU+)(1 − gV+) ≤ b(g) ≤ b

(1+gU+)
U−
U+ (1+gV+)

V−
V+

. (3.21)

In addition, if 0 ≤ g1 < g2 < g0 we have

1
2 (δ−(g2) + η−(g2)) (a(g1) + a(g2)) ≤ a(g2) − a(g1)

g2 − g1
(3.22)

≤ 1
2 (δ+(g2) + η+(g2)) (a(g1) + a(g2)) ,

1
2 (δ−(g2) + η−(g2)) (b(g1) + b(g2)) ≤

b(g1) − b(g2)
g2 − g1

(3.23)

≤ 1
2 (δ+(g2) + η+(g2)) (b(g1) + b(g2)) .

(iii) If g0 < 1
Z+

we have a(g) = b(g) for all g ∈
[
g0,

1
Z+

)
, and the

random classical wave operator Wg,ω has no spectral gap inside
the gap (a, b) of the periodic classical wave operator W0, i.e., we
have [a, b] ⊂ Σg .

Theorem 3.10 is proven in Section 5.
Localization for continuous random operators is usually proved by

a multiscale analysis, e.g., [HM, CH, Klo1, FK3, FK4, KSS, GD, CHT,
Kle, DS, GK1, GK4, GK5]. (But note that the fractional moment
method [AM, ASFH] has just been extended to the continuum [AENSS].)
In this article we use the most recent and powerful version, the boot-
strap multiscale analysis introduced in [GK1]. It can be applied in
all cases where a multiscale analysis has been used, and it yields both
exponential localization and strong HS-dynamical localization. (It gives
a lot more, see [GK3].)

A random second order partially elliptic classical wave operator Wg,ω

will be shown (Theorem 4.1) to satisfy all the requirements of the boot-
strap multiscale analysis in each compact interval I ⊂ (0, ∞). Thus, to
prove exponential localization and strong HS-dynamical localization for
Wg,ω in some interval centered at E ∈ Σg\{0}, it suffices to verify the
initial length scale estimate of the bootstrap multiscale analysis [GK1,
Eq. (3.3)] at E.

We will show that if the random second order partially elliptic
classical wave operator Wg,ω has a gap in the spectrum, the random
perturbation creates localization near the edges of the gap for g < g0,
where g0 is given in Theorem 3.10. To prove the initial length scale
estimate for the multiscale analysis (as originally done in [FK1]), we
need low probability to have spectrum near an edge of the gap in
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A General Framework for Localization of Classical Waves: II 15

finite but large volume. This can achieved either by hypotheses on
the probability distribution µ in Assumption 3.1(iii), which produce
classical tails at the edge of the gap, or by postulating the existence of
Lifshitz tails at the edges of the gap.

Lifshitz tails were originally proved for random Schrödinger opera-
tors at the bottom of the spectrum (e.g., [PF, Section 10], [CL, Section
VI.2]). Holden and Martinelli [HM] used the Lifshitz tails estimate to
obtain the initial length scale estimate for the Fröhlich-Spencer multi-
scale analysis at the bottom of the spectrum for random Schrödinger
operators. The best estimates on the size of the interval of localization
at the bottom of the spectrum at low disorder have been obtained from
Lifshitz tails by Klopp [Klo3].

Klopp [Klo2] proved that for a random perturbation of a periodic
Schrödinger operator, there are Lifshitz tails at an edge of a spectral
gap if and only if the density of states of the periodic operator is nonde-
generate at the same edge of the spectral gap. (This nondegeneracy has
not been established for arbitrary edges of spectral gaps.) Najar [Na]
extended Klopp’s results to random acoustic operators with constant
compressibility and smooth mass density. If Lifshitz tails are present at
an edge of a spectral gap, the Holden-Martinelly argument can be used
to obtain the initial length scale estimate for the bootstrap multiscale
analysis. But the existence of Lifshitz tails at the edges of spectral gaps
of has not been established for the random classical wave operators
studied in this article.

We state our results with hypotheses on the probability distribution
µ, as in [FK3, FK4]. The following two theorems achieve low probabil-
ity of extremal values for the random variables in different ways. The
results are formulated for the left edge of the gap, with similar results
holding at the right edge. We use the notation of Theorem 3.10.

THEOREM 3.11 (Localization at the edge). Let Wg,ω be a random sec-
ond order partially elliptic classical wave operator satisfying Assump-
tion 3.9. Suppose the probability distribution µ in Assumption 3.1(iii)
satisfies

µ{(1 − γ, 1]} ≤ Kγη for all 0 ≤ γ ≤ 1, (3.24)

where K < ∞ and η > d
2 . Then, for any g < g0 there exists δ(g) > 0,

depending only on the constants d, g, q,K0,±,R0,±,Θ, U±, V±, r, ‖ρ‖∞,
K, η, a, b, such that the random classical wave operator Wg,ω exhibits
exponential localization and strong HS-dynamical localization in the
interval [a(g) − δ(g), a(g)].

THEOREM 3.12 (Localization in a specified interval). Let Wg,ω be a
random second order partially elliptic classical wave operator satisfying
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16 Abel Klein and Andrew Koines

Assumption 3.9. Let g < g0, and fix a1 and a2 such that a < a1 < a2 <
a(g) and a(g) − a1 ≤ b(g) − a(g). Then there exists p1 > 0, depending
only on the constants d, g, q,K0,±, R0,±, Θ, U±, V±, r, K, η, a, b, on
the fixed a1, a2, and on a fixed upper bound on ‖ρ‖∞, such that if

µ
((

g1
g , 1

])
≤ p1 , (3.25)

where g1 is defined by a(g1) = a1, the random classical wave oper-
ator Wg,ω exhibits exponential localization and strong HS-dynamical
localization in the interval [a2, a(g)].

Theorems 3.11 and 3.12 can be extended to the situation when the
gap is totally filled by the spectrum of the random classical wave opera-
tor, establishing the existence of a subinterval of the original gap where
the random classical wave operator exhibits localization. Note that the
extension of Theorem 3.12 says that we can arrange for localization in
as much of the gap as we want.

Recall that if g0 < 1
Z+

(see (3.18) for a necessary condition), then

(a, b) ⊂ Σg for g ∈
[
g0,

1
Z+

)
, i.e., the gaps closes.

THEOREM 3.13 (Localization at the meeting of the edges). Let Wg,ω

be a random second order partially elliptic classical wave operator sat-
isfying Assumption 3.9. Suppose the probability distribution µ in As-
sumption 3.1(iii) satisfies

µ{(1 − γ, 1]}, µ{[−1,−1 + γ)} ≤ Kγη for all 0 ≤ γ ≤ 1, (3.26)

where K < ∞ and η > d. Suppose also that g0 < 1
Z+

. Then there
exist 0 < ε < 1

Z+
− g0 and δ > 0, depending only on the constants

d, g, q,K0,±, R0,±, Θ, U±, V±, r, ‖ρ‖∞, K, η, a, b, such that the random
classical wave operator Wg,ω exhibits exponential localization and strong
HS-dynamical localization in the interval [a(g0) − δ, a(g0) + δ] for all
g ∈ [g0, g0 + ε).

THEOREM 3.14 (Localization in a specified interval in the closed gap).
Let Wg,ω be a random second order partially elliptic classical wave op-
erator satisfying Assumption 3.9. Suppose g0 < 1

Z+
, and fix a1, a2, b1

and b2 such that a < a1 < a2 < a(g0) = b(g0) < b2 < b1 < b. For
any g ∈ [g0,

1
Z+

) there exist p1, p2 > 0, depending only on the constants
d, g, q,K0,±, R0,±, Θ, U±, V±, r, K, η, a, b, on the given a1, a2, b1, b2,
and on a fixed upper bound on ‖ρ‖∞, such that if

µ

((
g1

g
, 1

])
≤ p1 and µ

([
−1,−

g2

g

))
≤ p2 , (3.27)
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A General Framework for Localization of Classical Waves: II 17

where g1 and g2 are defined by a(g1) = a1 and b(g2) = b1 (notice
0 < g1, g2 < g0 ≤ g), the random classical wave operator Wg,ω

exhibits exponential localization and strong HS-dynamical localization
in the interval [a2, b2].

Theorems 3.13 and 3.14 are proved similarly to Theorems 3.11 and
3.12, respectively, taking into account both edges of the gap.

4. The multiscale analysis and localization

The analysis requires finite volume random classical wave operators.
Throughout this paper we use two norms in Rd and Cd:

|x| =

(
d∑

i=1
|xi|2

) 1
2

, (4.1)

‖x‖ = max{|xi|, i = 1, . . . , d} . (4.2)

By ΛL(x) we denote the open cube in Rd, centered at x with side L > 0:

ΛL(x) = {y ∈ Rd; ‖y − x‖ < L
2 } , (4.3)

by ΛL(x) the closed cube, and by Λ̆L(x) the half-open/half-closed cube,
i.e.,

Λ̆L(x) = {y ∈ Rd; −L
2 ≤ yi − xi < L

2 , i = 1, 2, . . . , d} . (4.4)

We will identify a closed cube ΛL(x) with a torus in the usual way, We
set

χx,L = χΛL(x) , (4.5)

where χΩ denotes the characteristic function of a set Ω ⊂ Rd.
Since we will work with an underlying periodic medium with period

q ∈ N, we restrict ourselves to cubes ΛL(x) with x ∈ Zd and L ∈ 2qN.
We set

H(n)
x,L = H(n)

ΛL(x) = L2(ΛL(x), dx; Cn) . (4.6)

A CPDO
(1)
n,m D defines a closed densely defined operator Dx,L from

H(n)
x,L to H(m)

x,L with periodic boundary condition; an operator core is
given by C∞

per(ΛL(x), Cn), the infinitely differentiable, periodic Cn-valued
functions on ΛL(x).

If the CPDO
(1)
n,m D is partially elliptic, then the restriction Dx,L is

also partially elliptic, in the sense that equations (2.16) and (2.17) hold
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18 Abel Klein and Andrew Koines

for Dx,L, (D⊥)x,L, and ∆x,L. (∆x,L is the Laplacian on L2(ΛL(x), dx)
with periodic boundary condition.) This can be easily seen by using the
Fourier transform; here the use of periodic boundary condition plays a
crucial role. We also have (2.18) and (2.19) with H(n)

x,L.
We fix a random second order classical wave operator Wg,ω as in

(3.14). Given ω ∈ RZd
, we define ωx,L = ωΛL(x) ∈ RZd

by

ωx,L,i = ωi for each i ∈ Λ̆L(x) ∩ Zd , (4.7)

ωx,L,i = ωx,L,i+Lj for all i, j ∈ Zd .

We set
Ag,ω,x,L = Ag,ω,ΛL(x) =

√
Rg,ωx,LDx,L

√
Kg,ωx,L (4.8)

on D(Ag,ω,x,L) = K− 1
2

g,ωx,LD(Dx,L), a closed, densely defined operator
on H(n)

x,L. The finite volume random classical wave operator Wg,ω,x,L on

H(n)
x,L is now defined by

Wg,ω,x,L = Wg,ω,ΛL(x) = A∗
g,ω,x,LAg,ω,x,L . (4.9)

(Wg,ω,x,L is a “periodic restriction” of Wg,ω to ΛL(x) with periodic
boundary condition.) We have the equivalent of (2.31), (2.32), etc. We
write

Rg,ω,x,L(z) = (Wg,ω,x,L − z)−1 (4.10)

for the finite volume resolvent.
The multiscale analysis works with the decay of the finite volume

resolvent from the center of a cube to its boundary, or more precisely,
to its boundary belt. We set

q̃ = min{q′ ∈ qN; q′ ≥ q+r
2 } , (4.11)

where r is given in Assumption (3.1)(ii). Given a cube ΛL(x), we set

ΥL(x) =
{

y ∈ Zd; ‖y − x‖ =
L

2
− q̃

}
, (4.12)

and define its (boundary) belt by

Υ̃L(x) =
⋃

y∈ΥL(x)

Λq(y) ; (4.13)

it has the characteristic function

Γx,L = χΥ̃L(x) =
∑

y∈ΥL(x)

χy,q a.e. (4.14)
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A General Framework for Localization of Classical Waves: II 19

Note that

|ΥL(x)| ≤ d

(
L

q

)d−1
. (4.15)

The following theorem shows that random second order partially
elliptic classical wave operators satisfy the requirements for the boot-
strap multiscale analysis of [GK1]. Note that we use the finite volume
operators defined in (4.9), and the boundary belt defined in (4.13), i.e.,
with Γx,L as in (4.14).

THEOREM 4.1. A random second order partially elliptic classical wave
operator is a qZd-ergodic random operator satisfying the requirements
for the bootstrap multiscale analysis in any compact interval I0 ⊂ (0, ∞),
i.e., it satisfies Assumptions SLI (Simon-Lieb inequality), EDI (eigen-
function decay inequality), IAD (independence at a distance), NE (num-
ber of eigenvalues), SGEE (strong generalized eigenfunction expansion),
and W (Wegner’s estimate) of [GK1] in I0. The constants γI0 in As-
sumption SLI and γ̃I0 in Assumption EDI are given by γI0 = γ̃I0 =
supE∈I0 γE , with

γE = 6
√

d
q Ξg

(
2E + 100d

q2 Ξ2
g

) 1
2 , (4.16)

where Ξg is given in (3.10). In addition, it satisfies the kernel poly-
nomial decay estimate of [GK2, Theorem 2] with Γ = 3

√
7

32Ξg
for a.e. ω

(note that Θ2 = 0).

REMARK 4.2. Partial ellipticity is required for Assumption SGEE.
Assumptions NE and W require that either Wg,ω or Wg,ω,∗ is par-
tially elliptic. The other assumptions and the kernel polynomial decay
estimate do not require partial ellipticity.

REMARK 4.3. It follows from Theorem 4.1 that the results of [GK3]
on the Anderson metal-insulator transport transition apply to random
second order partially elliptic classical wave operators.

We have already proven most of Theorem 4.1. Taking into account
(3.8) and (3.9), Assumptions SLI, EDI, and NE follow from Lemmas
3.8, 3.9, and 3.3 in [KK], respectively. (We used slightly different finite
volume operators in [KK], where we used a boundary belt with q̃ = q.
But the proofs of Lemmas 3.8 and 3.9 in [KK] still apply with the
definitions used in this article due to our choice of q̃ in (4.11).) IAD is
true by Assumption (3.1) and the definition of finite volume operators
in (4.9); note that % = 0. Assumption SGEE is proven in [KKS], in
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20 Abel Klein and Andrew Koines

the stronger form of the trace estimate given in [GK1, Eq. (2.36)]. The
kernel polynomial estimate is just a special case of [GK2, Theorem 2].

Assumption W follows from the following theorem. The constants
r, Z±, K0,−, R0,−, and the probability density ρ are as in Assumption
(3.1); Θ is the constant in (2.17).

THEOREM 4.4 (Wegner estimate). Let Wg,ω be a random second or-
der classical wave operator, with either Wg,ω or Wg,ω,∗ partially elliptic.
Then for all E > 0, cubes Λ = ΛL(x) with x ∈ Zd and L ∈ 2qN, and
0 ≤ η ≤ E, we have

P {dist (σ(Wg,ω,x,L), E) ≤ η} ≤ Qg‖ρ‖∞E
d
2 −1ηL2d , (4.17)

where

Qg =
nCd(2 + r)d

gZ−(1 − gZ+)d+1 (K0,−R0,−Θ)−d
2 , (4.18)

wkth Cd a constant depending only on the dimension d.

Theorem 4.4 is proven in Section 6.
In view of Theorems 4.1 and 4.4, to prove exponential localization

and strong HS-dynamical localization for Wg,ω in some interval centered
at E ∈ Σg\{0}, it suffices to verify the initial length scale estimate for
the bootstrap multiscale analysis [GK1, Eq. (3.3)] at E. To state this
estimate, we need a definition, which we state in the context of this
article.

DEFINITION 4.5. Let Wg,ω be a random second order classical wave
operator. Given θ > 0, E > 0, x ∈ Zd, and L ∈ 6qN, we say that the
cube ΛL(x) is (θ, E)-suitable for Wg,ω if E /∈ σ(Wg,ω,x,L) and

‖Γx,LRg,ω,x,L(E)χx,L/3‖x,L ≤
1
Lθ

. (4.19)

The following theorem summarizes the results of [GK1] that will be
used to prove Theorems 3.11-3.14.

THEOREM 4.6. Let Wg,ω be a random second order partially elliptic
classical wave operator. Let E0 ∈ Σg\{0}. Given θ > 2d, there ex-
ists a finite scale L = L(d, q, K0,±,R0,±,Θ, U±, V±, r, ‖ρ‖∞, g,E0, θ),
bounded for E0 in compact subintervals of (0, ∞), such that, if we can
verify at some finite scale L ≥ L that

P{ΛL(0) is (θ, E0)-suitable for Wg,ω} > 1 − 1
841d

, (4.20)
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A General Framework for Localization of Classical Waves: II 21

then there exists δ0 = δ0(d, q,K0,±, R0,±, Θ, U±, V±, r, ‖ρ‖∞, g,E0, θ, L) >
0, such that the random classical wave operator Wg,ω exhibits expo-
nential localization and strong HS-dynamical localization in the inter-
val [E0 − δ0, E0 + δ0]. In addition, we have the conclusions of [GK1,
Theorems 3.4, 3.8 and 3.10, Corollaries 3.10 and 3.12].

Proof of Theorem 3.11. In view of Theorem 4.6 it suffices to prove
that for all g < g0 and θ > 2d we have

lim
L→∞

P{ΛL(0) is (θ, a(g))-suitable for Wg,ω} = 1 . (4.21)

We fix g < g0 and θ > 2d. Given L ∈ 6qZd we use Theorem 3.10
and, for large L, define gL ∈ (0, g) by

a(gL) = a(g) −
(
κ

log L

L

)2
, (4.22)

where κ > 0 will be specified later. We define the event

EL =
{

ω ∈ RZd
; ωi ≤

gL

g
for all i ∈ Λ̆L(0) ∩ Zd

}
. (4.23)

It follows from Theorem 3.10, Lemma 5.1 and [KK, Theorem 4.3] that

(a(gL), b(g)) ⊂ R\σ(Wg,ω,0,L) for all ω ∈ EL . (4.24)

Hence it follows from [KK, Theorem 3.6] that for large L we have

‖Γ0,LRg,ω,0,L(a(g))χ0,L/3‖0,L ≤ C1L
2d−1

(
κ log L

L

)−2
e−C2(κ log L

L )L

=
C1L

2d+1

(κ log L)2LκC2
(4.25)

for all ω ∈ EL, where C1 and C2 are finite, strictly positive constants
depending only on d, q, K0,±,R0,±, U±, V±, g, a, b. It follows that

EL ⊂ {ω ∈ RZd
; ΛL(0) is (θ, a(g))-suitable for Wg,ω} (4.26)

for all L sufficiently large if κ > θ+2d+1
C2

.
Fixing κ, denoting by ẼL the complementary event to EL, and using

(3.24), (3.22), and (4.22), we have that

P
(
ẼL

)
≤ Ldµ

((
gL
g , 1

])
≤ KLd

(
g−gL

g

)η
(4.27)

≤ KLd
(

a(g) − a(gL)
ag (δ−(g) + η−(g))

)η

(4.28)

≤ KLd




(
κ log L

L

)2

ag (δ−(g) + η−(g))




η

→ 0 (4.29)
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as L → ∞ since η > d
2 . ¤

Proof of Theorem 3.12. Let g < g0, fix a < a1 < a2 < a(g), with
a(g) − a1 ≤ b(g) − a(g), and define g1 ∈ (0, g) by a(g1) = a1 using
Theorem 3.10.

We use the notation of the the previous proof with aL = a1 and
gL = g1 for all L. As before, it follows from [KK, Theorem 3.6] that for
sufficiently large L we have

‖Γ0,LRg,ω,0,L(E)χ0,L/3‖0,L ≤ C1L
2d−1(a2 − a1)−1e−C2

√
a2−a1 L

for all E ∈ [a2, a(g)] and ω ∈ EL, where C1 and C2 are the same
constants as in (4.25). Thus, given θ > 0, we have

EL ⊂
⋂

E∈[a2,a(g)]

{ω ∈ RZd
; ΛL(0) is (θ, E)-suitable for Wg,ω} (4.30)

for sufficiently large L. We also have, using (3.25), that

P
(
ẼL

)
≤ Ldµ

((
g1
g , 1

])
≤ Ldp1. (4.31)

We now fix θ > 2d, and pick L0 ∈ 6qZd, suficiently large so (4.30)
holds for this θ and L0 ≥ L, where L is given in Theorem 4.6, and take

p1 <
1

841dLd
0

. (4.32)

We then have (4.20) with L = L0 for all E ∈ [a2, a(g)], so Theorem 3.12
follows from Theorem 4.6. ¤

Proof of Theorem 3.13. It proceeds in the same way as the proof of
Theorem 3.11, but taking into account both edges of the gap. Since we
will use [KK, Theorem 3.6] for an energy in the middle of a gap, we
will need η > d instead of η > d

2 as in Theorem 3.11. We verify (4.20)
instead of (4.21).

We fix g ∈ [g0,
1

Z+
) and θ > 2d. Recall a(g) = a(g0) = b(g0) = b(g).

Given L ∈ 6qZd we use Theorem 3.10 and, for large L, define g±
L ∈

(0, g0) by

a(g−
L ) = a(g0) − κ

log L

L
, (4.33)

b(g+
L ) = a(g0) + κ

log L

L
, (4.34)

where κ > 0 will be specified later. We define the event

FL =

{
ω ∈ RZd

; −g+
L

g
≤ ωi ≤ g−

L

g
for all i ∈ Λ̆L(0) ∩ Zd

}
. (4.35)
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It follows from Theorem 3.10, Lemma 5.1 and [KK, Theorem 4.3] that

(a(g−
L ), b(g+

L )) ⊂ R\σ(Wg,ω,0,L) for all ω ∈ FL . (4.36)

Hence it follows from [KK, Theorem 3.6] that for large L we have

‖Γ0,LRg,ω,0,L(a(g0))χ0,L/3‖0,L ≤ C′
1L

2d−1
(

κ log L

L

)−1
e−C′

2(κ log L
L )L

=
C′

1L
2d

κ(logL)LκC′
2

(4.37)

for all ω ∈ FL, where C′
1 and C ′

2 are finite, strictly positive constants
depending only on d, q, K0,±,R0,±, U±, V±, g, a, b. It follows that

FL ⊂ {ω ∈ RZd
; ΛL(0) is (θ, a(g0))-suitable for Wg,ω} (4.38)

for all L sufficiently large if κ > θ+2d
C ′

2
.

Fixing κ, denoting by F̃L the complementary event to FL, and using
(3.26), (3.22), (3.23), (4.33), and (4.34), we have that

P
(
F̃L

)
≤ Ld

{
µ

((
g−

L
g , 1

])
+ µ

([
−1,− g+

L
g

))}
(4.39)

≤ KLd
{(

g−g−
L

g

)η

+
(

g−g+
L

g

)η}
(4.40)

≤
KLd

gη
0

{(
g − g0 +

a(g0) − a(g−
L )

a (δ−(g0) + η−(g0))

)η

(4.41)

+

(
g − g0 +

b(g+
L ) − a(g0)

a (δ−(g0) + η−(g0))

)η}

≤
2KLd

g
η
0

(
g − g0 +

κ log L
L

a (δ−(g0) + η−(g0))

)η

. (4.42)

We now fix θ > 2d and κ > θ+2d
C′

2
, and pick L0 ∈ 6qZd, suficiently

large so (4.38) holds for this θ and L0 ≥ L, where L is given in
Theorem 4.6, and

2KLd
0

g
η
0


 2κ log L0

L0

a (δ−(g0) + η−(g0))




η

<
1

841d
, (4.43)

what can be done since η > d. If we now set

ε = min





κ log L0
L0

a (δ−(g0) + η−(g0))
,

1
Z+

− g0



 , (4.44)
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we have (4.20) with L = L0 and E = a(g0) for all g ∈ [go, g0 + ε), so
Theorem 3.13 follows from Theorem 4.6. ¤

Proof of Theorem 3.14. The proof is similar to the proof of Theo-
rem 3.12, but taking into account both edges of the gap, as in the proof
of Theorem 3.13. ¤

5. The location of the spectral gap

In this section we prove Theorem 3.10. We proceed as in [FK3, Theorem
3], but we must take into consideration two random coefficients. To
do so, we make use of the unitary equivalence between the operators
(Wg,ω,Λ)⊥ and (Wg,ω,∗,Λ)⊥, and use [KK, Theorem 4.3].

We start by approximating the spectrum of the random operator by
spectra of periodic operators. If k, n ∈ N, we say that k ¹ n if n ∈ kN
and that k ≺ n if k ¹ n and k 6= n.

Let us fix g as in (3.6) and set

Tg = {τ = {τi, i ∈ Zd}; −g ≤ τi ≤ g} = [−g, g]Z
d
, (5.1)

T (n)
g = {τ ∈ T ; τi+nj = τi for all i, j ∈ Zd}, n ∈ N, (5.2)

and
T (∞)

g =
⋃

nºq

T (n)
g . (5.3)

For τ ∈ Tg we let

Kτ (x) = γτ (x)K0(x), with γτ (x) = 1 +
∑

i∈Zd

τiui(x) , (5.4)

Rτ (x) = ζτ (x)R0(x) , with ζτ(x) = 1 +
∑

i∈Zd

τivi(x) , (5.5)

Aτ =
√

RτD
√

Kτ , Wτ = A∗
τAτ . (5.6)

The following lemma shows that the (nonrandom) spectrum of the
random classical wave operator Wg,ω is determined by the spectra of the
periodic classical wave operators Wτ , τ ∈ T (∞)

g . The analogous result
for random Schrödinger operators was proven in [KM2, Theorem 4].
It was exended to certain random classical wave operators in in [FK3,
Lemma 19] and [FK4, Lemma 27].
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LEMMA 5.1. Let Wg,ω be a random second order classical wave oper-
ator. Its spectrum Σg is given by

Σg =
⋃

τ∈T (∞)
g

σ (Wτ ) . (5.7)

Proof. Let Σ′
g denote the right hand side of (5.7). We start by

showing that
σ(Wτ ) ⊂ Σ′

g for all τ ∈ Tg , (5.8)
which implies that

Σg ⊂ Σ′
g . (5.9)

Let {`n; n = 0, 1, 2, . . .} be a sequence in 2N such that `0 = 2q and
`n ≺ `n+1 for each n = 0, 1, 2, . . .. Given τ ∈ Tg , we specify τn ∈ T (`n)

g

by requiring (τn)i = τi for i ∈ [− `n
2 , `n

2 )d∩Zd. We set Rn = (Wτn +1)−1,
R = (Wτ + 1)−1. We will show that Rn → R strongly, which implies
(5.8), as in [FK3, Lemma 45].

To do so, note that

Rn =
(√

KτnD
∗RτnD

√
Kτn + 1

)−1
(5.10)

= K−1/2
τn

(
D∗RτnD + K−1

τn

)−1
K−1/2

τn
,

and similarly for R. Note that we have uniform (in n) bounds on the
operator norms of K−1

τn
, Rτn, and

(
D∗RτnD + K−1

τn

)−1. In addition, it
is easy to see that K−1/2

τn → K−1/2
τ , K−1

τn
→ K−1

τ , and Rτn → Rτ ,
the convergence being in the strong operator topology. Thus it suffices
to show that

(
D∗RτnD + K−1

τn

)−1 →
(
D∗RτD + K−1

τ

)−1 strongly. But
this follows from the preceding remarks, the relation
(
D∗RτnD + K−1

τn

)−1
−

(
D∗RτD + K−1

τ

)−1
= (5.11)

(
D∗RτnD + K−1

τn

)−1(
D∗(R − Rτn)D + (K − K−1

τn
)
)(

D∗RτD + K−1
τ

)−1
,

and the fact that the operators D
(
D∗RτnD + K−1

τn

)−1 are bounded
with norms uniformly bounded in n, and hence also their adjoints.

To prove the opposite inclusion to (5.9), we introduce the countable
sets

T (N)
g,Q = T (N)

g ∩ QZd
, N = 0, 1, 2, . . . , ∞ . (5.12)

Since any τ ∈ T (∞)
g can be approximated uniformly by a sequence

τn ∈ T (∞)
g,Q , the previous argument shows that

σ(Wτ) ⊂
⋃

τ∈T (∞)
g,Q

σ (Wτ ) for all τ ∈ T (∞)
g , (5.13)
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which implies that
Σ′

g =
⋃

τ∈T (∞)
g,Q

σ (Wτ ) . (5.14)

Thus (5.7) follows if we prove that

σ(Wτ ) ⊂ Σg for all τ ∈ T (∞)
g,Q . (5.15)

Note that a.e. ω ∈ Ω ≡ [−1, 1]Z
d
. Let {`n ∈ N; n = 0, 1, 2, . . .} be

such that `0 = 2q and `n ≺ `n+1 for each n = 0, 1, 2, . . .. For each n,,
q′ º q, and τ ∈ T (q′)

g,Q we consider the event

Ωn,q′,τ =
{
ω ∈ Ω; there is xω = xn,q′,τ ,ω ∈ q′Zd such that

max
i∈(xω+[− `n

2 , `n
2 )d)∩Zd

|gωi − τi| ≤ 1
`d+1
n

}
; (5.16)

notice P(Ωn,q′,τ ) = 1. We take the countable intersection

Ω̂ =
∞⋂

n=0

⋂

q′ºq

⋂

τ∈T (q′)
g,Q

Ωn,q′,τ , (5.17)

so we have P(Ω̂) = 1. We will show that

σ(Wτ ) ⊂ σ(Wg,ω) for all τ ∈ T (∞)
g,Q and ω ∈ Ω̂ , (5.18)

so (5.15) follows.
So let τ ∈ T (∞)

g,Q , say τ ∈ T (q′)
g,Q for some q′ º q. Let ω ∈ Ω̂, n ∈ N, and

let xω = xn,q′,τ,ω be as in (5.16). We set ω(n) = {ω
(n)
i = ωi−xω ; i ∈ Zd},

and notice that σ(Wg,ω(n)) = σ(Wg,ω). We have the following inequalitie
for the matrices norms:

∥∥∥
(
Rg,ω(n) (x) − Rτ (x)

)
χ0,`n−r (x)

∥∥∥ ≤ R0,+V+

`n
χ0,`n−r (x) , (5.19)

∥∥∥
(
Kg,ω(n) (x)−1 − Kτ (x)−1

)
χ0,`n−r (x)

∥∥∥ (5.20)

≤
U+

`n K0,−(1 − gU+)2
χ0,`n−r (x) ,

∥∥∥
(
Kg,ω(n)(x)− 1

2 − Kτ (x)− 1
2

)
χ0,`n−r (x)

∥∥∥ (5.21)

≤
K

1
2
0,+U+(1 + gU+)

`n K0,−(1 − gU+)
5
2

χ0,`n−r (x) .
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Using these inequalities we can proceed as before to show that

lim
n→∞

(
Wg,ω(n) + I

)−1
= (Wτ + I)−1 (5.22)

in the strong operator topology, an hence that

σ(W (τ)) ⊂
∞⋃

n=0
σ(Wg,ω(n)) = σ(Wg,ω) . (5.23)

¤

Given real numbers k, h, with |k|, |h| < 1
Z+

, we set

Kk(x) = K0(x) (1 + kU(x)) and Rh(x) = R0(x) (1 + hV (x)) ,

A(k, h) =
√

RhD
√

Kk , (5.24)
W (k, h) = A(k, h)∗A(k, h) , W∗(k, h) = A(k, h)A(k, h)∗.

LEMMA 5.2. Let W (k, h) be as in (5.24), and let Λ = Λ`(x0) for some
x0 ∈ Rd and ` º q. The positive self-adjoint operator (W (k, h)Λ)⊥ has
compact resolvent, so let µ1(k, h) ≤ µ2(k, h) ≤ . . . be its eigenvalues,
repeated according to their (finite) multiplicity. Then each µj(h) ≡
µj(h, h), j = 1, 2, . . ., is a Lipschitz continuous, strictly increasing
function of h, with

1
2 (δ−(g) + η−(g)) (µj(h1) + µj(h2)) ≤ µj(h2) − µj(h1)

h2 − h1
(5.25)

≤ 1
2 (δ+(g) + η+(g)) (µj(h1) + µj(h2))

for any h1, h2 ∈ (−g, g), 0 < g < 1
Z+

, where δ±(g) and η±(g) are given
in (3.11) and (3.12).

Proof. Let 0 < g < 1
Z+

, −g ≤ h1 < h2 ≤ g. We have

Rh2(x) − Rh1(x) = (h2 − h1)U (x)R0(x) ≥ 0 , (5.26)

so W (k, h2)Λ ≥ W (k, h1)λ and hence each µj(k, h) is an increasing
function of h for fixed k. It also follows from (5.26) that

Rh2(x) = Rh1(x)
(
1 +

(h2 − h1)V (x)
1 + h2V (x)

)
(5.27)

and

Rh1(x) = Rh2(x)
(
1 − (h2 − h1)V (x)

1 + h1V (x)

)
, (5.28)
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which gives us

Rh1(x) (1 + η−(g)(h2 − h1)) ≤ Rh2(x) ≤ Rh1(x) (1 + η+(g)(h2 − h1))
(5.29)

and

Rh2(x) (1 − η+(g)(h2 − h1)) ≤ Rh1(x) ≤ Rh2(x) (1 − η−(g)(h2 − h1))
(5.30)

with η±(g) as in (3.12).
From (5.29) we get that for each k we have

(1 + η−(g)(h2 − h1))W (k, h1)Λ ≤ W (k, h2)Λ (5.31)
≤ (1 + η+(g)(h2 − h1))W (k, h1)Λ ,

so it follows from the min-max principle that for all j = 1, 2, . . .,

(1 + η−(g)(h2 − h1))µj(k, h1) ≤ µj(k, h2) (5.32)
≤ (1 + η+(g)(h2 − h1))µj(k, h1) ,

i.e.,

η−(g)µj(k, h1) ≤
µj(k, h2) − µj(k, h1)

h2 − h1
≤ η+(g)µj(k, h1) (5.33)

Similarly, using (5.30) we get

η−(g)µj(k, h2) ≤
µj(h2, h2) − µj(h2, h1)

h2 − h1
≤ η+(g)µj(k, h2) . (5.34)

Thus

η−(g)µj(k, h2) ≤
µj(k, h2) − µj(k, h1)

h2 − h1
≤ η+(g)µj(k, h1) . (5.35)

Since the operators (W (k, h)Λ)⊥ and(W∗(k, h)Λ)⊥ are unitarily equiv-
alent, the µj(k, h) are also the egenvalues of (W∗(k, h)Λ)⊥, so the above
argument gives

δ−(g)µj(k2, h) ≤
µj(k2, h) − µj(k1, h)

k2 − k1
≤ δ+(g)µj(k1, h) , (5.36)

where −g ≤ k1 < k2 ≤ g.
Since

µj(h2, h2) − µj(h1, h1)
= (µj(h2, h2) − µj(h2, h1)) + (µj(h2, h1) − µj(h1, h1)) (5.37)
= (µj(h2, h2) − µj(h1, h2)) + (µj(h1, h2) − µj(h1, h1)) , (5.38)
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we may use (5.35) and (5.36) with (5.37), repeat the procedure with
(5.38) instead of (5.37), and take the average of the bounds to obtain
(5.25). The properties of the functions µj(h) follow. ¤

The following lemma follows immediately from [KK, Theorem 4.3],
Lemmas 5.1 and 5.2, and the min-max principle. We write W (h) for
W (h, h) as in (5.24).

LEMMA 5.3. Let Wg,ω be a random second order classical wave op-
erator. For all sequences {`n ∈ N; n = 0, 1, 2, . . .}, with `0 = 2q and
`n ≺ `n+1 for each n = 0, 1, 2, . . ., we have

Σg =
⋃

h∈[−g,g]

σ (W (h)) =
⋃

h∈[−g,g]

∞⋃

n=0
σ

(
W (h)Λ`n(0)

)
. (5.39)

In particular, Σg is increasing in g.

We are now ready to prove Theorem 3.10. As Σg is increasing in g,
we expect the gap to shrink as we increase g until it either disappears
at some g0, or it remains open for all allowed g. Thus we define

g0 = sup
{
g ∈

[
0, 1

Z+

)
; Σg ∩ (a, b) 6= (a, b)

}
. (5.40)

Let {`n; n = 0, 1, 2, . . .} be as in Lemma 5.3, h ∈ [−g, g], and let
µ

(n)
1 (h) ≤ µ

(n)
2 (h) ≤ . . . be the nonzero eigenvalues of W (h)Λn

, where
Λn = Λ`n(0), repeated according to their (finite) multiplicity; notice
limj→∞ µ

(n)
j (h) = ∞. By Lemma 5.2 each µ

(n)
j (h) is a strictly increasing

continuous function of h, hence it follows from Lemma 5.3 that

Σg =
∞⋃

n=0

⋃

h∈[−g,g]

σ (W (h)Λn) =
∞⋃

n=0

∞⋃

j=1
[µ(n)

j (−g), µ(n)
j (g)]. (5.41)

In particular, Σg is a countable union of disjoint closed intervals, so for
g < g0 we can define a(g) and b(g) by (3.19). Since Σg is increasing in
g ∈ [0, 1

Z +) by Lemma 5.3, it follows that a(g) and −b(g) are increasing
functions in [0, g0).

For each n let
jn = max{j; µ

(n)
j (0) ≤ a}, (5.42)

so using Assumption 3.9 and [KK, Eq. (4.1) in Theorem 4.3], we have

jn + 1 = min{j; µ
(n)
j (0) ≥ b}. (5.43)
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If g < g0, it follows from the definition of jn, Assumption 3.9 and [KK,
Theorem 4.3], that µjn(−g) and −µjn+1(g) are both increasing in n,
and

a(g) = lim
n→∞

µjn(g), (5.44)

b(g) = lim
n→∞

µjn+1(−g). (5.45)

Thus, given 0 ≤ g1 < g2 < g0, we can conclude from (5.25) that

1
2 (δ−(g2) + η−(g2)) (a(g1) + a(g2)) ≤ a(g2) − a(g1)

g2 − g1
(5.46)

≤ 1
2 (δ+(g2) + η+(g2)) (a(g1) + a(g2)) ,

1
2 (δ−(g2) + η−(g2)) (b(g1) + b(g2)) ≤ b(g1) − b(g2)

g2 − g1
(5.47)

≤ 1
2 (δ+(g2) + η+(g2)) (b(g1) + b(g2)) ,

which are exactly (3.22) and (3.23).
The Lipschitz continuity of a(g) and b(g) follows, and hence they are

absolutely continuous functions. Their a.e. derivatives can be estimated
from (5.46) and (5.47):

δ−(h) + η−(h) ≤
a′(h)
a(h)

≤ δ+(h)+ η+(h) , (5.48)

δ−(h) + η−(h) ≤ −
b′(h)
b(h)

≤ δ+(h)+ η+(h) . (5.49)

Using the abolute continuity, we may integrate over h obtaining
∫ g2

g1

(δ−(h) + η−(h)) dh ≤ log
(

a(g2)
a(g1)

)
≤

∫ g2

g1

(δ+(h) + η+(h)) dh

(5.50)
and

∫ g2

g1

(δ−(h) + η−(h)) dh ≤ log
(

b(g1)
b(g2)

)
≤

∫ g2

g1

(δ+(h) + η+(h)) dh .

(5.51)
Performing the integrations, we obtain (3.20) and (3.21), from which
(3.18) follows.

If g0 < 1
Z+

, we must have limg↑g0 a(g) = limg↑g0 b(g). This follows

from (5.41), (5.44) and (5.45), since by (5.25) each µ
(n)
j (h) is a lo-

cally Lipschitz continuous functions of h ∈ (− 1
Z+

, 1
z+

), uniformly in n.
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Thus, if g ∈ [g0,
1

Z+
) it follows that [a, b] ⊂ Σg; we set a(g) = b(g) =

limg↑g0 a(g).
Theorem 3.10 is proven.

6. The Wegner estimate

In this section we prove Theorem 4.4. We proceed as in [FK3, Theorem
23], but we must take into consideration two random coefficients. To
do so, we make use of the unitary equivalence between the operators
(Wg,ω,Λ)⊥ and (Wg,ω,∗,Λ)⊥. We assume that Wg,ω is the partially elliptic
operator without loss of generality.

We start by picking κ ∈
(
1, 1

g
1

Z+

)
, say

κ =
1 + gZ+

2gZ+
. (6.1)

We rewrite γg,ω and ζg,ω in the form

γg,ω = γ̂ + g
∑

i∈Zd

ω̂iui , (6.2)

ζg,ω = ζ̂ + g
∑

i∈Zd

ω̂ivi , (6.3)

where

γ̂ = 1 − κg
∑

i∈Zd

ui ≥
1 − gU+

2
> 0 , (6.4)

ζ̂ = 1 − κg
∑

i∈Zd

vi ≥ 1 − gV+

2
> 0 , (6.5)

and ω̂i = ωi + κ ∈ [κ − 1, κ + 1] for each i ∈ Zd.
We fix Λ = ΛL(x) with x ∈ Zd and L ∈ 2qN. The finite volume

operators operators (Wg,ω,Λ)⊥ and (Wg,ω,∗,Λ)⊥ are unitarily equivalent
by [KK, Lemma A.1]. Since (Wg,ω,Λ)⊥ has compact resolvent by [KK,
Proposition 3.2], so does (Wg,ω,∗,Λ)⊥, and they have the same eigenval-
ues, say {λg,ω,n}n∈N. We will denote by {ψg,ω,n}n∈N and {ϕg,ω,n}n∈N the
corresponding orthonormal eigenfunctions for (Wg,ω,Λ)⊥ and (Wg,ω,∗,Λ)⊥,
respectively. Note that they can may chosen so they are measurable
functions of ω.

Given j ∈ Zd, we set ε(j) ∈ RZd
by ε

(j)
i = δj,i. Note that Kg,ω+sε(j)(x)

and Rg,ω+tε(j)(x) are coefficient matrices for |s|, |t| sufficiently small; the
corresponding classical wave operators will be denoted by Wg,ω(s, t; j),
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etc. The remarks of the previous paragraph still apply. Note that we
can choose each λg,ω,n(s, t; j) jointly analytic in s and t. If j ∈ Λ̆ ∩ Zd,
we have

∂

∂ω̂j
λg,ω,n =

∂

∂s
λg,ω,n(s, t; j)|(s,t)=(0,0) +

∂

∂t
λg,ω,n(s, t; j)|(s,t)=(0,0)

=
〈
ϕg,ω,n,

(
∂

∂s
Wg,ω,∗,Λ(s, t; j)|(s,t)=(0,0)

)
ϕg,ω,n

〉
+

〈
ψg,ω,n,

(
∂

∂t
Wg,ω,Λ(s, t; j)|(s,t)=(0,0)

)
ψg,ω,n

〉

=
〈
ϕg,ω,n, Wg,ω,∗,Λ(guΛ

j K0)ϕg,ω,n

〉
+ (6.6)

〈
ψg,ω,n,Wg,ω,Λ(gvΛ

j R0)ψg,ω,n

〉
,

where we used (4.7), with

uΛ
j =

∑

i∈Zd

uj+Li , vΛ
j =

∑

i∈Zd

vj+Li , (6.7)

and Wg,ω,∗,Λ(K1) and Wg,ω,Λ(R1) the finite volume operators defined
by

Wg,ω,∗,Λ(K1) =
√

Rg,ωΛDΛK1D∗
Λ

√
Rg,ωΛ , (6.8)

Wg,ω,Λ(R1) =
√

Kg,ωΛD∗
ΛR1DΛ

√
Kg,ωΛ . (6.9)

Since (Wg,ω,Λ)⊥ ≥ 0 has compact resolvent, we may define

Ng,ω,Λ(E) = tr χ(−∞,E]((Wg,ω,Λ)⊥) , (6.10)

the number of eigenvalues of (WΛ)⊥ that are less than or equal to E. If
E ≤ 0, we have NWΛ(E) = 0, and if E > 0, NWΛ(E) is the number of
eigenvalues of Wg,ω,Λ (or (Wg,ω,Λ)⊥) in the interval (0, E]. Notice that
Ng,ω,Λ(E) is the distribution function of the measure ng,ω,Λ(dE) given
by ∫

h(E)ng,ω,Λ(dE) = tr (h((Wg,ω,Λ)⊥)) , (6.11)

for positive continuous functions h of a real variable. Note also that

Ng,ω,Λ(E) =
∑

n∈N
Y (E − λg,ω,n) , (6.12)

where Y (x) is the Heaviside function.
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Let f be a positive, continuous function on the real line with f(0) =
0, and j ∈ Λ̆ ∩ Zd. We have, using (6.6), that

−
∂

∂ω̂j

∫
Ng,ω,Λ(E)f(E)dE = −

∂

∂ω̂j

∞∑

n=1

∫
Y (E − λg,ω,n)f(E)dE

=
∞∑

n=1

∫ (
∂

∂ω̂j
λg,ω,n

)
δ(E − λg,ω,n)f(E)dE (6.13)

=
∞∑

n=1
f(λg,ω,n)

∂

∂ω̂j
λg,ω,n

=
∞∑

n=1

{〈
f(Wg,ω,∗,Λ)ϕg,ω,n,Wg,ω,∗,Λ(guΛ

j K0) ϕg,ω,n

〉
+

〈
f(Wg,ω,Λ)ψg,ω,n, Wg,ω,Λ(gvΛ

j R0)ψg,ω,n

〉}

= tr
{
Wg,ω,∗,Λ(guΛ

j K0)f(Wg,ω,∗,Λ)
}

+ tr
{
Wg,ω,Λ(gvΛ

j R0)f(Wg,ω,Λ)
}

.

The last step used the fact that f(0) = 0. Thus

−
∑

i∈Λ̆∩Zd

ω̂i
∂

∂ω̂i

∫
Ng,ω,Λ(E)f(E)dE = (6.14)

tr {Wg,ω,∗,Λ((γg,ωΛ − γ̂)K0)f(Wg,ω,∗,Λ)}

+ tr
{
Wg,ω,Λ((ζg,ωΛ − ζ̂)R0)f(Wg,ω,Λ)

}

= tr {Wg,ω,∗,Λf(Wg,ω,∗,Λ)} − tr {Wg,ω,∗,Λ(γ̂K0)f(Wg,ω,∗,Λ)}

+ tr {Wg,ω,Λf(Wg,ω,Λ)} − tr
{
Wg,ω,Λ(ζ̂R0)f(Wg,ω,Λ)

}
.

We have, for any ω ∈ [−1.1]Z
d

(and hence also for ωΛ), that

γ̂−1γg,ω = γ̂−1


γ̂ + g

∑

i∈Zd

ω̂iui


 (6.15)

≥ 1 +
(κ − 1)gU−
1 − κgU−

≥ 1 +
(1 − gZ+)U−

2Z+
,

and similarly,

ζ̂−1ζg,ω ≥ 1 +
(1 − gZ+)V−

2Z+
. (6.16)

Since f ≥ 0, we obtain

tr {Wg,ω,∗,Λ(γ̂K0)f(Wg,ω,∗,Λ)} ≤ (6.17)
(
1 +

(1 − gZ+)U−
2Z+

)−1

tr {Wg,ω,∗,Λf(Wg,ω,∗,Λ)} ,
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tr
{
Wg,ω,Λ(ζ̂R0)f(Wg,ω,Λ)

}
≤ (6.18)

(
1 +

(1 − gZ+)V−
2Z+

)−1

tr {Wg,ω,Λf(Wg,ω,Λ)} .

In addition, using the unitary equivalence between (Wg,ω,Λ)⊥ and (Wg,ω,∗,Λ)⊥,
we get

tr {Wg,ω,∗,Λf(Wg,ω,∗,Λ)} = tr {Wg,ω,Λf(Wg,ω,Λ)} . (6.19)

It follows from (6.14)-(6.19) that

tr {Wg,ω,Λf(Wg,ω,Λ)} ≤ (6.20)

(2Z+ + (1 − gZ+)Z−)2

2(1 − gZ+)Z+Z−



−

∑

i∈Λ̆∩Zd

ω̂i
∂

∂ω̂i

∫
Ng,ω,Λ(E)f(E)dE



 ,

where we used
(
1 −

(
1 + (1−gZ+)U−

2Z+

)−1
)

+
(
1 −

(
1 + (1−gZ+)V−

2Z+

)−1
)

=
1−gZ+
2Z+

U−

1 + 1−gZ+
2Z+

U−
+

1−gZ+
2Z+

V−

1 + 1−gZ+
2Z+

V−
(6.21)

≥
1−gZ+
2Z+

(U− + V−)
(
1 + 1−gZ+

2Z+
U−

) (
1 + 1−gZ+

2Z+
V−

)

≥
1−gZ+
2Z+

Z−
(
1 + 1−gZ+

2Z+
Z−

)2 =
2(1 − gZ+)Z+Z−

(2Z+ + (1 − gZ+)Z−)2
.

For given j ∈ Zd we set ω(j) = {ωi; i ∈ Zd\{j}}, and denote the
corresponding expectation by E(j). We have, for j ∈ Λ̆ ∩ Zd,

E
(

− ∂

∂ω̂j

∫
Ng,ω,Λ(E)f(E)dE

)
(6.22)

= E(j)

(∫ κ+1

κ−1

[
−

∂

∂ω̂j

∫
Ng,ω,Λ(E)f (E)dE

]
ρ(ω̂j − κ)dω̂j

)

≤ ‖ρ‖∞E(j)
(∫ ∣∣∣Ng,{ω(j),ωj=−1},Λ(E) − Ng,{ω(j),ωj=1},Λ(E)

∣∣∣ f(E)dE

)

≤ 2nC′
d (Kg,−Rg,−Θ)−d

2 ‖ρ‖∞Ld
∫

E
d
2 f(E)dE,

where we used [KK, Lemma 3.3] in the last step. C′
d is a constant

depending only on d, and Θ is the constant in (2.17).
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Now let n̄g,Λ(dE) = E(ng,ω,Λ(dE)). For functions f as above, it now
follows from (6.11), (6.20), and (6.22), that

∫
Ef(E)n̄g,Λ(dE) = E {tr {Wg,ω,Λf(Wg,ω,Λ)}} (6.23)

≤ C‖ρ‖∞L2d
∫

E
d
2 f(E)dE,

where

C = 2nC′
d(2 + r)d(κ + 1) (2Z++(1−gZ+)Z−)2

2(1−gZ+)Z+Z−
(Kg,−Rg,−Θ)−d

2

≤
36nC′

d(2 + r)d

gZ−(1 − gZ+)d+1 (K0,−R0,−Θ)−d
2 . (6.24)

We can now conclude that n̄g,Λ(dE) is absolutely continuous with

n̄g,Λ(dE)
dE

≤ C‖ρ‖∞E
d
2 −1L2d for E ≥ 0 . (6.25)

The estimate (4.17) now follows by a standard argument:

P{dist(σ(Wg,ω,Λ), E) < η} ≤ P
{∫

(E−η,E+η)
ng,ω,Λ(dE) ≥ 1

}

≤
∫

(E−η,E+η)
n̄g,Λ(dE) ≤ 2

d
2 C‖ρ‖∞E

d
2 −1ηL2d, (6.26)

for all E > 0 and 0 ≤ η ≤ E.
Theorem 4.4 is proven.

Appendix

A. Measurability of random classical wave operators

In this appendix we prove measurability for the random classical wave
operators Wg,ω and Wg,ω. We also prove measurability for Wg,ω,∗.

We recall that a random operator is a mapping ω → Hω from a
probability space to self-adjoint operators on a Hilbert space, such that
the mappings ω → f(Hω) are strongly measurable for all bounded
measurable functions f on R. It suffices to require weak measurability.
(See [KM1, CL].)

PROPOSITION A.1. If the random medium satisfies Assumption 3.1,
then Wg,ω, Wg,ω, and Wg,ω,∗ are random operators.
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Proof. We start by showing that Wg,ω is a random operator. To do so,
we prove that (Wg,ω ∓ i)−1 is strongly measurable. It then follows from
the resolvent identity, continuity of the resolvent, and a connectedness
argument that (Wg,ω − z)−1 is strongly measurable for all nonreal z,
and hence Wg,ω is a random operator by [KM1, Theorem 3].

Note that we may write

Wg,ω =
√

Sg,ω WD

√
Sg,ω , (A.1)

where Sg,ω = Kg,ω ⊕Rg,ω and WD is given by (2.23) with A = D. Thus

(Wg,ω ∓ i)−1 = S− 1
2

g,ω

(
WD ∓ iS−1

g,ω

)−1
S− 1

2
g,ω , (A.2)

so it suffices to show that
(
WD ∓ iS−1

g,ω

)−1
is strongly measurable.

Let λ > 0; using the resolvent identity we get
(
WD ∓ iS−1

g,ω

)−1
= (WD ∓ iλ)−1 ∓ (A.3)

i
(
WD ∓ iS−1

g,ω

)−1 (
λ − S−1

g,ω

)
(WD ∓ iλ)−1 ,

hence
(
WD ∓ iS−1

g,ω

)−1 (
1 ± i

(
λ − S−1

g,ω

)
(WD ∓ iλ)−1

)

= (WD ∓ iλ)−1 . (A.4)

If λ > (min{K−, R−})−1, we have
∥∥∥
(
λ − S−1

g,ω

)
(WD ∓ iλ)−1

∥∥∥ ≤
∥∥∥1 − λ−1S−1

g,ω

∥∥∥ (A.5)

≤ 1 − λ−1 (min{K−, R−})−1 < 1 ,

and hence
(
WD ∓ iS−1

g,ω

)−1
= (A.6)

(WD ∓ iλ)−1
(
1 ± i

(
λ − S−1

g,ω

)
(WD ∓ iλ)−1

)−1
.

The strong measurability of
(
WD ∓ iS−1

g,ω

)−1
follows.

We have proved that Wg,ω is a random operator. It follows that W2
g,ω

is also a random operator since
(
W2

g,ω − z
)−1

is strongly measurable
if z /∈ [0, ∞). Thus Wg,ω and Wg,ω,∗ are random operators in view of
(2.26). ¤

frameworkRandomKluwer.tex; 20/11/2002; 8:23; p.36



A General Framework for Localization of Classical Waves: II 37

Acknowledgements

The authors thanks Maximilian Seifert for many discussions and sug-
gestions. A. Klein also thanks Alex Figotin, François Germinet, and
Svetlana Jitomirskaya for enjoyable discussions.

References

AM. Aizenman, M., Molchanov, S.: Localization at large disorder and extreme
energies: an elementary derivation. Commun. Math. Phys. 157, 245-278
(1993)

ASFH. Aizenman, M., Schenker, J., Friedrich, R. , Hundertmark, D.: Finite-
volume criteria for Anderson localization. Commun. Math. Phys. 224,
219-253 (2001)

AENSS. Aizenman, M., Elgart, A., Naboko, S., Schenker, J., Stolz, G.: In
preparation

CL. Carmona, R, Lacroix, J.: Spectral theory of random Schrödinger opera-
tors. Boston: Birkhaüser, 1990
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